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1
SYSTEMS AND METHODS FOR INTENSITY
MODULATED RADIATION THERAPY

INCORPORATION BY REFERENCE TO ANY
PRIORITY APPLICATIONS

Any and all applications for which a foreign or domestic
priority claim is identified in the Application Data Sheet as
filed with the present application, including U.S. Provisional
Application No. 62/196,273, are hereby incorporated by
reference under 37 CFR 1.57 and made a part of this
specification.

BACKGROUND

Field

The present disclosure relates to radiation therapy systems
and methods.

Description of the Related Art

Intensity-modulated radiation therapy (IMRT) includes
intensity-modulated particle therapy (IMPT) using, for
example, ions and intensity-modulated electromagnetic
radiation therapy using, for example, x-rays for therapy
applied to a subject. IMRT can be an effective means for
providing conforming doses based on the specifications set
by a planner or caregiver. Examples of IMPT treatment
planning are disclosed in U.S. patent application Ser. No.
13/705,903, filed on Dec. 5, 2012, the entire contents of
which are incorporated by reference and made a part of this
specification. One strength of IMPT is that it allows for
highly conforming doses to be given in a three-dimensional
(3D) distribution target volumes while sparing an organ at
risk (OAR).

As disclosed herein, the radiation in IMRT may refer to
therapies using electromagnetic (e.g., photon) energy or
particle energy. In some embodiments, IMRT can be adapted
to use mathematical algorithms employed in inverse plan-
ning techniques.

It may be desirable for an IMRT therapist to define dosage
bounds (e.g., upper limits and/or lower limits). Some
embodiments can employ a process of multi-criteria opti-
mization (MCO) in order to employ inverse planning tech-
niques. Optimal solutions (e.g., Pareto-optimal solutions)
can be achieved in various embodiments by a treatment
planner or physician using MCO techniques.

SUMMARY

Example embodiments described herein have innovative
features, no single one of which is indispensable or solely
responsible for their desirable attributes. Without limiting
the scope of the claims, some of the advantageous features
will now be summarized.

Embodiments disclosed herein include methods for per-
forming intensity-modulated radiation therapy on a subject
using a plurality of pencil beams. The methods can include
generating a treatment plan for intensity-modulated radia-
tion therapy that satisfies dose constraints for each of a
plurality of sub-volumes. The treatment plan can be gener-
ated using a superiorization technique that reduces total
variation in dose space. Example superiorization techniques
are disclosed in U.S. patent application Ser. No. 13/026,051,
filed Feb. 11, 2011, the entire contents of which are incor-
porated by reference herein and made a part of this speci-
fication. Additional dose-volume constraints that permit a
fraction of treatment doses to violate a prescription by up to
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2

a defined percentage of intensity can be used to assist in
determining the treatment plan.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A-1B schematically shows IMPT systems.

FIG. 2 shows a method for performing IMPT.

FIG. 3 shows an example of how proton therapy is
applied.

FIG. 4 shows how volumes can be divided.

FIG. 5 shows a method for solving an inverse problem
with dose volume constraints.

FIG. 6 schematically shows how a projection can be done.

FIGS. 7A-7D show various types of projection algo-
rithms.

FIG. 7E shows an intersection of hyperplanes.

FIG. 8 illustrates the concepts of different spaces.

FIG. 9 schematically shows how a projection can be done
onto intersecting sets.

FIG. 10 shows a schematic of how target volumes can be
arranged.

FIGS. 11A-C show results from several embodiments of
IMPT.

FIGS. 12A-D show results from several embodiments of
IMPT.

FIGS. 13A-B show results of a clinical test patient in one
embodiment of IMPT.

FIGS. 14A-15B show contour maps for various prescrip-
tions of dose volume constraints in some embodiments.

DETAILED DESCRIPTION OF SOME
EMBODIMENTS

Although certain embodiments and examples are dis-
closed below, inventive subject matter extends beyond the
specifically disclosed embodiments to other alternative
embodiments and/or uses and to modifications and equiva-
lents thereof. Thus, the scope of the claims appended hereto
is not limited by any of the particular embodiments
described below. For example, in any method or process
disclosed herein, the acts or operations of the method or
process may be performed in any suitable sequence and are
not necessarily limited to any particular disclosed sequence.
Various operations may be described as multiple discrete
operations in turn, in a manner that may be helpful in
understanding certain embodiments; however, the order of
description should not be construed to imply that these
operations are order dependent. Additionally, the structures,
systems, and/or devices described herein may be embodied
as integrated components or as separate components. For
purposes of comparing various embodiments, certain
aspects and advantages of these embodiments are described.
Not necessarily all such aspects or advantages are achieved
by any particular embodiment. Thus, for example, various
embodiments may be carried out in a manner that achieves
or optimizes one advantage or group of advantages as taught
herein without necessarily achieving other aspects or advan-
tages as may also be taught or suggested herein.

Described herein are methodologies and related systems
for performing intensity-modulated radiation therapy. It will
be understood that although some description herein is in the
context of protons, ions, or other particles, one or more
features of the present disclosure can also be implemented in
radiation therapy applications using particles such as carbon
ions or using electromagnetic radiation, such as x-rays.
Some embodiments of the methodologies and related sys-
tems disclosed herein can be used with various delivery
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systems, including, for example, intensity modulated spot
scanning, distal gradient tracking, distal edge tracking, pen-
cil beam scanning, broad beam or passive scattering, or the
like. Some embodiments of the methodologies and related
systems can be used to treat a patient or to irradiate an
object, and the treatment can be delivered in vivo or in vitro.

Unless explicitly indicated otherwise, terms as used
herein will be understood to imply their customary and
ordinary meaning. For example, pencil beam is a broad term
and is to be given its ordinary and customary meaning to a
person of ordinary skill in the art (e.g., it is not to be limited
to a special or customized meaning), and includes, without
limitation, a number of particles or photons of variable
energy aimed at a patient or object from a given direction or
from multiple directions. For example, a system can deliver
a pencil beam to a patient by accelerating or receiving
accelerated particles, mixing particles of various energies
into a single beam, and directing the beam of particles at a
patient.

Beamlet is a broad term and is to be given its ordinary and
customary meaning to a person of ordinary skill in the art,
and includes, without limitation, a stream of particles of a
given initial energy and direction which can comprise part of
a particle beam. For example, a system can accelerate
particles to a particular energy using any suitable means,
focus the stream of particles into a narrow stream, and direct
the stream of particles either to a patient or to a system that
can combine multiple particle beamlets into a particle beam.

Treatment plan is a broad term and is to be given its
ordinary and customary meaning to a person of ordinary
skill in the art, and includes, without limitation, a two- or
three-dimensional dose distribution generated by one, two,
or more than two pencil beams. Generally, a treatment plan
can be overlaid with a treatment planning CT study. For
example, a treatment plan can include doses to be delivered
to volumes of interest within a patient or object. As another
example, a treatment plan can include a configuration of
pencil beams or beamlets adapted to deliver a defined,
desired, or planned dose distribution to a patient or object.

Treatment planning system is a broad term and is to be
given its ordinary and customary meaning to a person of
ordinary skill in the art, and includes, without limitation, a
module, system, computer program, hardware components,
instructions on computer readable medium, or any combi-
nation of these configured to use a forward problem solver
module or inverse problem solver module to calculate a dose
distribution in a patient or object given characteristics of a
beam, tissue composition, or both. For example, a treatment
planning system can include one or more processors,
memory, and/or computer readable medium configured to
calculate doses delivered to tissue in a patient based at least
in part on pencil beam energies, directions, and aiming
points of one or more pencil beams. As another example, a
treatment planning system can include a module adapted to
calculate particle energy deposition in tissue based at least in
part on characteristics of the tissue and properties of the
pencil beam delivering the particles. As another example, a
treatment system can include a system or module configured
to determine a pencil beam configuration suitable for deliv-
ering particles or photons to volumes of interest such that
doses to the volumes of interest fall within prescribed dose
constraints.

FIG. 1A shows that in some embodiments, an imaging
system 100 can be configured to perform proton computed
tomography (pCT) operations and yield data that can be
represented as a CT image of one or more portions of an
object 110. The imaging system 100 can include a proton
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beam component 102 configured to deliver a beam of
protons to the object 110. Controlling of various parameters
of the proton beam, such as energy, direction and intensity
can be achieved in a number of known ways.

The imaging system 100 can further include a detector
component 104 configured to characterize protons that are
incident on the object 110 as well as those that have passed
through the object. In some implementations such a detector
component 104 can be configured to characterize single
protons.

The imaging system 100 can further include a data
acquisition (DAQ) component 106 configured to read out
signals from the detector component 104 so as to facilitate
CT analysis. Amount of signal processing performed by the
DAQ component 106 can vary.

In some implementations, signals from various detectors
can be converted to digital signals by one or more analog-
digital-converters (ADCs), and such digital signals can be
read out under the control of a control component 112.
Various control parameters such as event triggering, timing
of event signals and readout, and resetting of detectors can
also be controlled by the control component 112.

In some implementations, the imaging system 100 can
further include a processor 108 that is configured to receive
the digitized signals and perform analyses such as tracking
of protons upstream and downstream of the object 110, as
well as calculation of energies of downstream protons that
passed through the object 110. In some implementations,
tomographic reconstruction processing can also be per-
formed by the processor 108. In other implementations, such
tomographic reconstruction processing can be performed by
a separate processor.

In some implementations, the imaging system 100 can
further include a computer readable medium 114 configured
to store information and/or executable instructions that
facilitate operation of one or more components of the system
100. In some implementations, the computer readable
medium 114 can include information and/or executable
instructions that facilitate performance of one or more
reconstruction processes. In some implementations, such
information and/or executable instructions can be stored in
a non-transitory manner.

In some implementations, one or more features of the
present disclosure can be incorporated into a radiation
therapy system 120 such as a proton or carbon beam therapy
system. The therapy system 120 can include a proton or
carbon beam component 122 configured to deliver a beam of
protons or carbon ions to a patient 130. Such a beam of
protons or carbon ions can be configured to yield a thera-
peutic effect on the patient. In some implementations, the
proton beam component 122 can also be configured to yield
proton beams that can pass through the patient so as to allow
tomographic analysis as described above in reference to
FIG. 1A. Examples of how such beams can be provided are
described herein in greater detail.

The therapy system 120 can further include a detector
component 124 configured to facilitate the treatment utili-
zation of the proton beam 122. Such a detector component
124 can include devices that are configured to characterize
protons that are incident on the patient 130 with desired
parameters such as energy, direction and intensity. Such
devices can be implemented in a number of known ways.

In some implementations, the detector component 124
can further include devices that are configured to facilitate
pCT imaging functionalities such as those described in
reference to FIG. 1A. In some embodiments, at least some
of the therapy related detection devices can also be utilized
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for the purpose of pCT imaging. For example, beam detec-
tors upstream of the patient can be utilized to characterize
individual protons incident on the patient during operation in
an imaging mode.

The therapy system 120 can further include data acqui-
sition (DAQ) 126, control 132, processor 128 and computer
readable medium 134 components configured to facilitate
therapeutic and/or imaging modes of operation. The therapy
system 120 can use the control 132, processor, and computer
readable medium 134 to solve forward and inverse prob-
lems, create treatment plans, determine dose distributions,
determine suitable settings to achieve a dose distribution,
analyze representations of a patient to determine a treatment
plan, receive user input, and the like.

The proton beam 122 of the therapy system 120 can be
provided through the use of proton accelerators, such as
cyclotrons, synchrotrons, linear accelerators, and the like.
The proton beam 122 can be provided from multiple angles
and at varying energies. The proton beam 122 can be a single
beam of protons or multiple beams delivered in parallel or
from multiple directions. In some embodiments, the therapy
system 120 includes various components to shape and/or
monitor the proton beam 122. For example, the therapy
system 120 can include ionization chambers, magnets, scat-
terers, absorbers, range modulators, apertures, compensa-
tors, collimators, and the like.

The therapy system 120 can deliver the proton beam 122
to the patient through various means including broad beam
or passive scattering, beam scanning, and/or intensity modu-
lated proton therapy. Active or passive energy modulating
components can be used by the therapy system 120 to
control the depth of penetration of the proton beam 122. The
therapy system 120 can include components configured to
control the proton beam shape, direction, orientation, solid
angle, fluence, cross-sectional area, and the like. As an
example, a passive scattering therapy system can include
one or more scattering surfaces to broaden and/or shape the
proton beam 122 to deliver a desired dose to a targeted
volume. In a beam scanning therapy system, the therapy
system 120 can include magnets used to scan or steer the
proton beam 122 across a target volume. In an IMPT system,
the proton beam 122 can be magnetically and/or mechani-
cally scanned over a target volume where the intensities of
the beam spots on the target volume are modulated to deliver
a planned or desired dose. In an IMPT system, the proton
beam 122 can be delivered from one or more angles and/or
positions wherein the intensities of the proton beam 122 at
the various angles and/or positions is modulated to deliver a
planned or desired dose.

In some embodiments of a therapy system 120, multiple
proton beams 122 are delivered to a patient from multiple
directions and angles. In some implementations, an indi-
vidual proton beam comprises multiple proton beamlets
where a beamlet is a group of protons with generally the
same initial energy and direction. Proton beamlets can be
formed using any suitable technique, including through the
use of magnetic lenses.

The therapy system 120 can control, configure, or select
energy distributions of the proton beams 122. A single
proton beam 122 can comprise one or more proton beamlets.
A proton beamlet is a group of protons with generally the
same initial energy. To control, configure, or select the
energy distribution of a proton beam 122, relative intensities
of proton beamlets can be chosen such that the desired
energy distribution for the proton beam 122 is achieved. The
proton beamlets can be selected from a continuous energy
range, or they can have discrete energy values. The inten-
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sities and/or energies of the proton beamlets can be actively
or passively modulated by the therapy system 120. The
energy distribution of a proton beam 122 can be configured
to produce a SOBP such that structures in the patient 130
receive desirable doses.

The therapy system 120 can be configured to deliver
proton beams from one or more angles and/or positions. In
some embodiments, the therapy system 120 can have proton
beams 122 at fixed relative locations. For example, the
proton beams 122 can be coplanar lying along a circle,
ellipse, square, rectangle, regular polygon, or other configu-
ration, or the proton beams 122 can be non-coplanar. In
some embodiments, the proton beams 122 are distributed
along the therapy system 120 in an irregular pattern. In some
embodiments, the proton beams 122 are steerable such that
an orientation of the proton beam 122 relative to the patient
130 can change before, during, or after operation. Changing
orientations for the proton beams 122 can include config-
uring an angle from which the proton beam 122 will be
directed to the patient 130. In some embodiments, the
therapy system 120 can dynamically change the positions
and/or orientations of the beams 122. In some embodiments,
the position of the patient 130 relative to the therapy system
120 can be altered.

Appropriately delivered proton, carbon ion, or other ions
can provide a number of benefits in therapeutic applications
such as cancer treatments. For example, proton therapy
provides a benefit due at least in part to a sharp energy loss
at the end of travel of a proton in a given material. Such a
sharp energy loss has a relatively sharp peak called a Bragg
peak and few of the particles having similar initial beam
energy penetrate beyond such a depth. Depth locations of
Bragg peaks can depend on the particle beam energy.
Generally, a deeper Bragg peak can be achieved by a higher
energy particle beam. Protons used for therapy can have
energies in a range of about 70 MeV to 250 MeV and carbon
ions up to 430 MeV/atomic mass unit.

FIG. 2 illustrates a flow chart of an example method 400
that can be implemented to perform proton therapy on a
patient. For ease of description, the process 400 is described
as performed by a proton therapy system. The proton
therapy system can be a system configured to deliver protons
such as the therapy system 120 described herein. The proton
therapy system can be different from the therapy system 120,
including more, fewer, and/or different components. The
proton therapy system can include multiple components,
each of which can be configured to perform one or more of
the steps in the process 400. Each step of the process 400 can
be performed by a single component or multiple compo-
nents. In some embodiments, the proton therapy system
includes modules configured to perform one or more steps in
the process 400.

In block 405, the proton therapy system obtains a repre-
sentation of the patient that is to receive proton therapy. The
representation can be, for example, one or more digital or
analog images, a sequence of images, a video, a represen-
tation of densities of the patient as a function of position in
the patient, a representation of another biological property of
the patient as a function of position, or any combination of
these. In some embodiments, the representation is created
using functional imaging, such as X-ray CT, proton CT
(pCT), positron emission tomography (PET), magnetic reso-
nance imaging (MRI), and/or spectroscopic imaging. As
described more fully herein, it can be advantageous to use a
representation derived from pCT to reduce possible uncer-
tainties in proton penetration ranges. In some embodiments,
the proton therapy system analyzes the obtained represen-
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tation to create a map or image of structures on and/or within
the patient. For example, the proton system can analyze the
representation to create a two- or three-dimensional plot of
the relative densities of structures on and/or within the
patient. In some embodiments, the proton system creates one
or more images from the representation which can be
presented to a user, oncologist, dosimetrist, physicist, opera-
tor, physician, patient, or the like.

In some embodiments, the representation can be used to
obtain information related to biological properties of tar-
geted structures and/or surrounding structures. Such biologi-
cal information can include, for example, composition,
clonogen density, tumor hypoxia, proliferation, and/or radio-
sensitivity. In some implementations, non-uniform dose
distributions across a targeted volume can benefit from
knowledge of biological information to improve or optimize
a treatment plan. Selective targeting of sub-volumes within
a target can increase the probability of destroying the
targeted cells and/or reduce complications to non-targeted
tissues or organs at risk. In some implementations, a sub-
stantially uniform dose is desired across the targeted vol-
ume.

In block 410, one or more target volumes can be identi-
fied. The target volumes can be any volume that includes
cells whose destruction is desired, and can include, for
example, cancerous cells, dysplastic cells, tumors, lesions,
or other cells or tissue. In some embodiments, the target is
automatically identified by the proton therapy system based
at least in part on the obtained representation. The proton
therapy system can be configured to identify the target based
at least in part on one or more criteria such as, for example,
location, density, size, temperature, blood flow, oxygen-
ation, shape, other biological properties, other physical
properties, or any combination of these. In some embodi-
ments, the proton therapy system receives input from a user
to identify the target. Identifying the target can include, for
example, indicating which structure, structures, or portion of
a structure is the target volume; mapping the target volume;
localizing the target volume on or within the patient; extract-
ing biological information about the target volume; or any
combination of these.

In some embodiments, identifying the target includes
dividing the target volume into sub-volumes. Target sub-
volumes can be selected and/or delineated based at least in
part on, for example, physical properties, biological prop-
erties, practical concerns, geometrical considerations, or any
combination of these. The proton therapy system can iden-
tify target sub-volumes based at least in part on the obtained
representation, biological information, and/or data received
from a user. In some embodiments, the proton therapy
system identifies the target sub-volumes according to stan-
dards set by the International Commission of Radiation
Units (ICRU). For example, the Gross Target Volume (GTV)
can be defined as the gross palpable, visible, or clinically-
demonstrable disease; the Clinical Target Volume (CTV) can
include the GTV plus any margin for sub-clinical malignant
disease; the Internal Target Volume (ITV) can include the
CTV plus an internal margin for organ motion; and the
Planning Target Volume (PTV) can include the CTV or the
ITV plus any setup margin for uncertainties related to patient
positioning and/or alignment of therapeutic beams. In some
embodiments, other sub-volume identification schemes are
used. For example, a target sub-volume can be defined based
at least in part on proton energy deposition characteristics,
proximity to an organ at risk, and/or tissue composition.

In block 415, the proton therapy system identifies one or
more organs at risk. An organ at risk can include any organ
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or structure in the patient where cell or tissue destruction is
less desirable or would be harmful to the patient. The
positions of the identified organs at risk relative to the target
volume can be identified and mapped in two or three
dimensions through the use of functional imaging. Similar to
the identification of the target volume in block 410, the
proton therapy system can identify organs at risk automati-
cally, semi-automatically, and/or based at least in part on
data received from a user. Identifying organs at risk can
include, for example, indicating which structure, structures,
or portions of a structure is an organ at risk; mapping the
organs at risk; localizing the organs at risk within the patient;
extracting biological information about the organs at risk; or
any combination of these.

In some embodiments, identifying organs at risk includes
dividing the organs at risk into sub-volumes. The sub-
volumes of organs at risk can be selected and/or delineated
based at least in part on, for example, physical properties,
biological properties, practical concerns, geometrical con-
siderations, or any combination of these. The proton therapy
system can identify organ at risk sub-volumes based at least
in part on the obtained representation, biological informa-
tion, and/or data received from a user. In some embodi-
ments, the proton therapy system identifies the organ at risk
sub-volumes according to standards set by the ICRU. For
example, the Organ at Risk (OAR) can be defined as normal
tissue or organ whose radiation sensitivity can significantly
influence treatment planning and/or prescribed dose wherein
the OAR should be delineated in its entirety or within stated
anatomical or geometrical boundaries; the Planning OAR
Volume (PRV) can include the OAR plus any margin for
internal organ motion and/or setup margin for uncertainties
related to patient positioning and alignment wherein the
PRV should be delineated even where it overlaps PTVs or
other PRVs. In some embodiments, other sub-volume iden-
tification schemes are used. For example, an organ at risk
sub-volume can be defined based at least in part on proton
energy deposition characteristics, proximity to a target vol-
ume, and/or tissue composition. In some implementations,
any volume that is not classified as either a target or an organ
at risk can be designated as a Remaining Volume at Risk
(RVR).

In block 420, the proton therapy system sets dose bounds
and/or constraints for volumes and/or sub-volumes of inter-
est. The volumes and sub-volumes of interest can include
target volumes, target sub-volumes, organ at risk volumes,
organ at risk sub-volumes, remaining volumes at risk, other
volumes, other sub-volumes, or any combination of these.
An operator, user, dosimetrist, physicist, oncologist, or phy-
sician can use dose constraints to account for tissue toler-
ance, limit or control the exposure of normal tissue to
radiation, specify desired levels of radiation for targeted
tissue, and the like. To accomplish one or more of these
goals, the proton therapy system can set dose constraints
based at least in part on, for example, tissue properties of
organs at risk and/or targeted volumes, relative positioning
of volumes and sub-volumes, percentage of volume or
sub-volume with diseased cells, patient movement, volume
of interest variation with time, range uncertainties in proton
penetration depth, or any combination of these.

In some embodiments, the proton therapy system selects
and sets the dose constraints. In some embodiments, the
proton therapy system receives dose constraints from a user,
operator, physician, or the like. Dose constraints can be
selected based at least in part on a desired therapeutic result
or effect, radiosensitivity of the volumes and/or sub-volumes
of interest, input from a physician, operating characteristics
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of the proton therapy system and associated proton beam,
proximity and positioning of surrounding structures, avoid-
ing an undesired effect, prescribed standards, nature of
targeted cells, properties of targeted cells, or any combina-
tion of these. In some embodiments, the proton therapy
system sets a maximum dose constraint, a minimum dose
constraint, or both for one or more volumes or sub-volumes
of interest.

In block 425, the proton therapy system sets one or more
percentage violation constraints for use in delivering protons
to the patient. Proton therapy systems can provide one, two,
or more than two percentage violation constraints for the
treatment of a patient. One or more of the provided percent-
age violation constraints can be selected to perform radiation
therapy for a patient. The number of percentage violation
constraints selected can affect, for example, dose confor-
mity, integral dose, target coverage, or dose to organs at risk.
In some implementations, the number of percentage viola-
tion constraints can be selected to achieve a desired thera-
peutic result, such as, for example, increasing dose confor-
mity and reducing the integral dose. In some
implementations, reducing the number of percentage viola-
tion constraints may be desirable to reduce the time and/or
computing power to calculate feasible, desirable, or optimal
proton treatment plans. In some implementations, users
select a proton treatment plan from plans presented by the
proton therapy system. In such a scenario, it can be advan-
tageous to select a number of percentage violation con-
straints such that fewer options are presented to the user to
avoid overwhelming the user due to the number of possible
plans.

In block 430, the proton therapy system creates a proton
treatment plan. The proton treatment plan can include a two-
or three-dimensional dose distribution that could be gener-
ated by selected proton beams. The proton therapy system
can present the proton treatment plan to a user, operator,
dosimetrist, oncologist, physicist, physician, patient, tech-
nician, or the like through a display apparatus. In some
implementations, the system presents the treatment plan
overlaid on the obtained representation. For example, the
system can display one or more images obtained from pCT
and overlay the dose distribution on the one or more images
such that the user can visually analyze the treatment plan.
The system can be configured to display, for example,
projected doses to volumes and sub-volumes of interest,
indicators of the boundaries of volumes and/or sub-volumes
of interest, labels identifying volumes and/or sub-volumes
of interest, dose volume histograms, treatment plan quality
or conformity indicators, or any combination of these.

The proton therapy system can include a forward problem
solver module to assist in creating proton treatment plans.
The forward problem solver module can be used to calculate
a dose distribution in a patient as a function of properties of
a proton beamlet. The dose distribution generated by the
proton beamlet depends at least in part on the composition
of'the patient and the energy, orientation, and direction of the
proton beamlet. In some implementations, the forward prob-
lem solver module incorporates characteristics of proton
beamlets that influence the calculated dose distribution. The
forward problem solver module can be used to calculate a
dose distribution based on multiple proton beamlets, thus
generating a proton treatment plan.

The proton therapy system can include an inverse prob-
lem solver module to assist in creating proton treatment
plans. The inverse problem solver module can be used to
calculate a proton beam configuration that attempts to
achieve a prescribed dose distribution. Given a prescribed
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dose distribution, the inverse problem solver module can be
configured to generate possible proton beam configurations
that satisfy the prescription. The proton beam configurations
can include the number of beams, the distribution of proton
energies in the beams, the orientation of the beams, the
direction of the beams, the duration of therapy, or any
combination of these. As described more fully herein with
reference to FIGS. 7 and 8, the inverse problem solver
module can be used to generate feasible proton treatment
plans. A feasible proton treatment plan is a plan that satisfies
the dose constraints set in block 420.

In some embodiments, the proton therapy system includes
an improvement module for improving or optimizing proton
treatment plans. As described more fully herein below, the
improvement module can attempt to improve or optimize
aspects of one or more proton treatment plans based at least
in part on weighted sums of doses, min-max dose functions,
Pareto optimality, or any combination of these. In some
embodiments, the proton therapy system accepts input from
a user to include in the improvement module. For example,
the user can choose weighting factors to enhance certain
aspects of a treatment plan, such as dose-sparing for normal
tissue or increasing tumor control probability, or the weight-
ing factors can be chosen to emphasize a balance between
improving the tumor control probability and sparing normal
tissue.

In block 435, the proton therapy system delivers protons
according to a selected proton treatment plan. In some
implementations, the proton therapy system automatically
selects the proton treatment plan according to desired,
defined, default, or selected criteria. For example, the system
can automatically select the proton treatment plan that
delivers the maximum dose to the target volume while the
maximum dose to any organ at risk is below a defined
threshold. As another example, the system can automatically
select the proton treatment plan that delivers a dose to one
or more organs at risk that is below a threshold dose while
the minimum dose to the target volume exceeds a defined
threshold. In some implementations, the proton therapy
system selects a proton treatment plan based at least in part
on input from a user. For example, the proton therapy system
can present to a user treatment plans from which the user can
make a selection.

Forward Problem Solver

As described herein, a forward problem solver can be
used to calculate dose distributions based at least in part on
proton beamlet characteristics. The forward problem solver
can be a module in the proton therapy system or in another
system. The forward problem solver can be implemented
using one or more processors, memory, and computer read-
able medium. The forward problem solver can be configured
to produce a solution to a forward problem in near real-time.

In proton therapy, a forward problem can comprise cal-
culating an output dose based at least in part on an input
proton beamlet. The problem can be set forth as follows:
given a radiation intensity function of proton beamlets, find
the dose function for a cross-section within an object. A
proton beamlet can be represented by a real-valued function
P, @5 0,), Where 1, 0, is the location of the Bragg peak
on the beam axis, ¢, is the angle of the beam axis with the
0O-degree axis of the coordinate system, and p,, is the inten-
sity of the beam. A dose in the central beam axis plane,
defined on a known object cross-section Q, can be repre-
sented by the real-valued, non-zero function D(r, 8), repre-
sented in polar coordinates. Thus, the forward problem
comprises finding D(r, 8) for all (r, 8) within the cross-
section €, or D(r, 0)=A[p,(r,, @,, 0,)](r, ) where A is the
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dose operator that relates the dose function to the radiation
intensity function. The dose operator generally is not rep-
resented by a closed-form analytic relation between the
intensity function and the dose function. In some embodi-
ments, a forward problem solver can be configured to
calculate the dose function, D, from the intensity function,
p.

In some embodiments, the forward problem solver incor-
porates characteristics of proton beamlets to calculate the
dose function, D. For example, the forward problem solver
can include the absorbed distribution of protons in water in
the calculations. The forward problem can include the
cylindrical symmetry of the dose distribution around the
central beam axis, as another example. Furthermore, the
forward problem solver can include the shape of the central
beam axis dose distribution, the Bragg peak curve as
described herein. As another example, the forward problem
solver can model the lateral dose profile as a Gaussian
function with a depth-dependent width, and can include
non-Gaussian tails. As another example, the forward prob-
lem solver can scale the beamlet dose profiles linearly with
the beam intensity or proton fluence. In some embodiments,
the forward problem solver scales the profiles of the proton
beamlets for non-uniform tissues that may be different from
water. For example, the forward problem solver can scale
the profiles according to the relative stopping power and/or
relative scattering power of the tissue. By combining the
doses from proton beamlets to be used in a proton treatment
plan, the forward problem solver can calculate the dose
distribution of a complete proton treatment plan.

As described herein, an inverse problem solver can be
used to calculate a proton beam configuration that delivers
a prescribed dose to an object. The inverse problem to be
solved for a proton therapy system can be more complex
than the inverse problem in other radiation therapy systems
because there are a greater number of degrees of freedom
due to the capability of a proton system to configure the
depth of the Bragg peak of a proton beamlet by selecting a
particular energy. Thus, approaches to solving the inverse
problem for proton therapy systems can involve compara-
tively more computational resources, optimization routines,
or solution strategies. As a result, solutions to the inverse
problem for proton therapy systems can provide relatively
higher dose conformity and tumor control probability and
lower integral dose and normal tissue complication prob-
ability compared to other radiation therapy systems.

The inverse problem solver can be a module in the proton
therapy system or in another system. The inverse problem
solver can be implemented using one or more processors,
memory, and computer readable medium. In some imple-
mentations, the inverse problem solver can be configured to
produce a solution to an inverse problem in near real-time.
Convex Feasibility Problem

In IMPT systems, the inverse problem comprises calcu-
lating feasible particle beam configurations that result in
dose distributions that satisfy dose constraints. In some
implementations, IMPT can be performed utilizing one or
more feasibility seeking methods. For an imaging situation
that yields an intersection of a finite family of convex sets
(e.g., the example intersection region Q resulting from a set
of convex sets 610 in FIG. 7E), a plurality of solutions can
exist. In a convex feasibility problem (CFP) methodology, a
solution among such a number of solutions can be searched
for and obtained; and such a solution can correspond to a
point within the intersection region.

In some implementations, the CFP can be solved as
follows. If an intersection Q of closed convex sets Q,
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Q.. .,Q, R” exists, then a point x* exists on Q.
Generally, Q, can be expressed as Q, {xeR"If (X)=v, }, for all
je3:={1,2,.... p}. where f;R"—R are convex functions and
vj are real numbers. In embodiments where Q exists as
described, the CFP can be solved by finding a point
x*€Q:=N, Q.. In embodiments where Q=0, the CFP is
inconsistent and can be solved a different way, as described
below. In certain cases, the addition of constraints that are
integers can turn a CFP into a mixed integer feasibility
problem. Such problems may need to be solved differently
(see below).

For IMPT using CFP methodology, desirable performance
can be based on factors such as use of an efficient feasibility
seeking projection method. In some configurations, deter-
mining a proton intensity vector includes finding a feasible
solution having a reduced value of a given merit function. In
some implementations, superiorization can be used to find a
superior solution with respect to some merit function, which
is also a feasible solution of corresponding CFP sets. A
superior solution can be a feasible solution of the CFP for
which the value of the merit function, with respect to which
one superiorizes, is smaller (but not necessarily minimal)
than the value of this function at a feasible point that would
have been reached if the superiorization process would not
have been applied.

Inverse Problem Solver

If D(r, 8) represents a prescribed dose function in a known
cross-section 2 of an object, then the inverse problem
comprises finding a radlatlon intensity functlon p (1, s @ps 6,)
such that p,(t,,, @, 6,)=A" '[D(r, 8)] where A~! is the inverse
dose operator that relates the radiation intensity function to
the dose function.

The inverse problem solver can be implemented using a
discrete model. Referring to FIG. 4, the discrete model
includes dividing an object cross-section into a discrete grid
of dose calculation points. In some embodiments, the dis-
crete grid points represent voxels in the object. From the
grid, a number of dose calculation points are chosen for
which a dose will be calculated. For example, the inverse
problem solver can select J points represented by the polar-
coordinate pairs (r;, 8,), where j goes from 1 to J. In addition,
the discrete model can include defining a discrete grid of
beam aiming points within the target and a discrete grid of
beam directions, from which the inverse problem solver
selects a number of beamlets. For example, the inverse
problem solver can select 1 beamlets represented by the
triplets (r,, ¢,, 0,) where i goes from 1 to I. In some
implementations, the discrete grid of beam directions is
equally spaced. In some implementations, the grid of dose
calculation points differs from the gird of beam aiming
points.

The discrete inverse problem can be set forth by defining
a; to be the dose delivered by the i-th beamlet of unit
intensity (or proton fluence) to the j-th dose grid point or
voxel. In addition, x, can be defined as the actual intensity of
the i-th beamlet, or the solution the inverse problem solver
is seeking. Furthermore, b, can be defined as the prescribed
dose to the j-th dose grid point. As such, the discretized
inverse problem becomes finding a proton beamlet vector x*
that solves the linear problem:

ATx*=b, where x*=0

ey
where the matrix AT comprises doses of the I unit intensity
beamlets to the J object grid points. In some implementa-
tions, the inverse problem solver can use a continuous model
to solve the inverse problem. For example, the discrete
vectors X and b can be represented as two- or three-
dimensional functions of proton beam intensities, x(r), and
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prescribed doses, b(r), and the matrix AT can be represented
as an operator A that operates on the function x(r) to
transform the beam intensities function, x(r), into the pre-
scribed dose function b(r).

In some embodiments, the inverse problem solver can use
a forward problem solver to calculate the elements of the
matrix A. For example, the forward problem solver can
calculate a dose to a specified grid point or voxel within the
object cross-section based at least in part on a proton
beamlet having unit intensity and having a triplet (t;, ¢;, 9,)
representing the location of the Bragg peak in polar coor-
dinates and the beam direction, as described more fully
herein above. Thus, the inverse problem solver can construct
the matrix A for permutations of dose grid points and
beamlets using the forward problem solver.

The grid for the beam aiming points can be the same size
as, finer than, or coarser than the grid of dose calculation
points. In some embodiments, the size of the grid of beam
aiming points is related to the size of the proton beamlets.
For example, the size of the grid of beam aiming points can
be related to the lateral penumbra of a proton beamlet, where
the lateral penumbra can be defined as the lateral extent of
a dose from a central beam axis.

In some embodiments, the inverse problem solver can
select a limited quantity of fixed beam directions to reduce
the complexity of the problem. For example, the inverse
problem solver can select at least 1 beam direction and/or
less than or equal to 50 beam directions, at least 2 beam
directions and/or less than or equal to 25 beam directions, at
least 3 beam directions and/or less than or equal to 10 beam
directions, or at least 4 beam directions and/or less than or
equal to 8 beam directions. For each beam direction, the
proton therapy system can direct the beam to the beam
aiming point by magnetic scanning, mechanical scanning,
moving the patient relative to the beam spot, or using other
suitable techniques or combination of techniques.

Method of Solving an Inverse Problem

FIG. 5 illustrates a flow chart of an example method 800
of solving an inverse problem using a feasibility approach.
The feasibility approach alters equation (1) above to be a
pair of inequalities representing upper and lower dose
bounds. The equation (1) thus becomes:

Ds4’x*sD, where x*20

@

where D is a vector representing lower dose bounds and D
is a vector representing upper dose bounds. Any solution to
the above inequalities is deemed a feasible solution by the
inverse problem solver. The upper and lower dose bounds
can be prescribed by the proton therapy system and/or
selected by a user. As such, any resulting treatment plan
based on a feasible solution could be implemented by the
user as it conforms to the prescribed dose constraints.

In block 805, the inverse problem solver defines a grid of
dose calculation points within the object volume. In some
embodiments, the grid points are voxels within the object
volume. As described above with reference to FIG. 4, the
grid of dose calculation points represents discrete points in
an object cross-section for which a dose calculation will be
made. Additionally, the inverse problem solver can define
beam aiming grid points in the object cross-section. The
beam aiming grid points can coincide with the dose calcu-
lation grid points or they can be finer or coarser.

In block 810, the inverse problem solver sets a relation-
ship between dose volume constraints and the discrete
calculation points. In some embodiments, the dose volume
constraints are set automatically by the inverse problem
solver based at least in part on biological, physical, geo-
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metrical, and/or physiological information. In some embodi-
ments, the dose volume constraints are set according to input
received from a user. For each dose grid point or voxel
defined in block 805, a dose volume constraint can be set by
the inverse problem solver. In some embodiments, an upper
dose volume constraint, lower dose volume constraint, or
both is set for each dose grid point. In some embodiments,
the dose volume constraints are grouped according to vol-
umes and/or sub-volumes of interest. For example, the
inverse problem solver can set dose volume constraints
uniformly for dose grid points that fall within the same target
sub-volume, target volume, organ at risk sub-volume, organ
at risk volume, remaining volume, or other volume.

In block 815, the inverse problem solver uses projection
method to find a proton beamlet intensity vector that satisfies
the dose volume constraints, as described herein. In some
configurations, it also sets beam directions. The inverse
problem solver can select the beam directions based at least
in part on a configuration of proton beams of a therapy
system, patient positioning, efficiency considerations, prac-
tical considerations, computational considerations, or any
combination of these. In some embodiments, the inverse
problem solver selects the beam directions based at least in
part on input received from a user. The selection of beam
directions can reduce the complexity of the inverse problem.
Reducing the complexity can result in faster computational
times and fewer possible treatment plans for a user or
physician to review.

In block 820, the inverse problem solver causes the IMPT
system to deliver protons according to a selected proton
treatment plan, as described herein. For example, where
there are J dose grid points and I proton beamlets, the
problem can be expressed as:

D=2, . mx<D; j=1,2,...J and 0=x;=x,,.,,
i=1,2,...1

3

where the subscript j refers to a dose grid point or voxel and
the subscript i refers to a proton beamlet.

In some embodiments, the inverse problem solver can be
configured to find a proton beamlet intensity vector x* that
satisfies groups of constraints. If G is defined as the set of all
dose grid points or voxels, subsets of G can be defined such
that the inverse problem solver assigns dose constraints
(e.g., dose volume constraints) for each subset. For example,
B, can be a subset of G representing [, organs at risk, where
I=1, 2, ... L. Dose constraints can be assigned to each organ
at risk, or B,, and can be represented by upper dose con-
straint b, and lower dose constraint b,. In some embodi-
ments, b, is greater than or equal to zero and b, is zero. As
another example, T, can be a subset of G representing Q
target volumes, where q=1, 2, . . . Q. Dose constraints can
be assigned to each target volume, or T, and can be
represented by upper dose constraint fg and lower dose
constraint t,. In some embodiments, both t, and t, are greater
than zero. As another example, C can be a subset of G
representing a remaining volume at risk, e.g., dose grid
points that are neither part of B, nor T,. Dose constraints can
be assigned to the remaining volume at risk, or C, and can
be represented by upper dose constraint ¢ and lower dose
constraint ¢. In some embodiments, ¢ is greater than or equal
to zero and c is zero. The inverse problem solver can be
configured to solve an inverse problem similar to equation
(3) with an inequality incorporating the corresponding con-
straints for each defined subset.

In some embodiments, one or more of the organs at risk
in the subset B, can be divided into sub-volumes. Dividing
organs at risk into sub-volumes can enable more efficacious
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proton treatment plans by reducing the integral dose to
normal tissue and providing greater control over dose dis-
tributions in proton therapy. Organ at risk sub-volumes can
be defined, for example, according to biological parameters,
physiological parameters, geometrical considerations, rela-
tive positioning of structures, practical considerations, or
any combination of these.

In some embodiments, an organ at risk is divided into
sub-volumes comprising non-overlapping, relative frac-
tional volumes, the sub-volumes being defined based at least
in part on distance relative to a feature of interest, such as a
target volume. An example procedure to divide an organ at
risk B, into sub-volumes can include identifying a target
volume T, that is the closest target volume to the organ at
risk. A number S, of non-overlapping, fractional sub-vol-
umes f,,, where s=1, 2, . . . S,, can be defined for the organ
at risk such that each fractional volume {;; is less than one
and the sum of all fractional volumes is equal to one. The
sub-volumes can be defined by ordering discrete grid points
or voxels within the organ at risk B, according to their
distance from the target volume T,. Subsets can be created
using the ordered points such that the first subset contains a
number of grid points approximately corresponding to the
fraction f| ; of the total number of dose grid points within the
organ at risk, the second subset contains the fraction f,, and
so on. In some embodiments, the organ at risk B; is divided
into sub-volumes based at least in part on proximity to a
convex hull of any feature of interest, such as target volume
T, not solely based on proximity to the closest target
volume. In some embodiments, subsets of the organ at risk
B, are created based at least in part on other criteria, such as,
density of tissue, proximity to other organs at risk, patient
positioning, beam configuration, uncertainties in proton
ranges, uncertainties in positioning of structures, organ
movement, or any combination of these.

In some embodiments, one or more target volumes in the
subset T, can be similarly divided into sub-volumes com-
prising non-overlapping, relative fractional volumes. The
division of target volumes into sub-volumes can lead to
greater dose conformity, less integral dose, greater tumor
control probability, or lower normal tissue complication
probability. Target sub-volumes can be defined, for example,
at least in part according to biological parameters, physi-
ological parameters, geometrical considerations, relative
positioning of structures, practical considerations, or any
combination of these.

For example, a target volume T, can be divided into
non-overlapping, relative fractional volumes based at least
in part on distance to the boundary of the target volume. An
example procedure to divide a target volume T, into sub-
volumes can include identifying an exterior boundary of the
target volume. Prescribed relative fractions f,; can be
defined that divide the target volume T, into S, non-over-
lapping sub-volumes, where the fractions T, are all less than
one and sum to one. The sub-volumes can be defined by
ordering discrete grid points within the target volume T,
according to the shortest distance to the outer boundary of
the target volume. Subsets can be created from the ordered
points such that the ratio of the number of grid points in the
first subset to the total number of grid points within the
target volume is approximately equal to the first prescribed
relative fraction, f, ;. A similar procedure can be repeated for
each target sub-volume. In some embodiments, subsets of
the target volume T, are created based at least in part on
other criteria, such as, density of tissue, proximity to organs
at risk, patient positioning, beam configuration, uncertainties
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in proton ranges, uncertainties in positioning of structures,
organ movement, or any combination of these.

As an example, a target volume T, can be divided into two
sub-volumes. The first sub-volume can include approxi-
mately 5% of the total number of grid points or voxels, and
the second can contain approximately 95%. The first sub-
volume can be referred to as a peripheral fractional volume
and can include approximately 5% of the grid points closest
to the convex hull of the target volume T,. The second
sub-volume can be referred to as a central fractional volume
and can include the remaining dose grid points.

A generalized representation of the discrete inverse prob-
lem incorporating target and organ at risk sub-volumes can
be expressed as follows:

bu=Z . asby, foralljin By, 1=1,2,...L

and s=1, 2, ...5; (4a)
t=Zy s, foralljin T, ¢=1,2,. .. Q

and s=1,2,... S, (4b)
es¥,.,  axsc foralljin € (4c)
0sx2X,,,,, for all i=1,2,...71 (4d)

where the various underlined and overlined vectors respec-
tively represent lower and upper dose bounds for the cor-
responding volumes and sub-volumes.

In some cases, a linear interval feasibility problem (LIFP)
can be solved using the IMPT inverse problem solver (e.g.,
processor). Without being limited by theory, an LIFP prob-
lem can be described as follows. A solution x*eR” exists if
it can be supplied to fulfill the following inequalities:

0=d x=b' (52)
bP=dx=b? (5b)
O=dx=b* (5¢)
x20 (5d)

where A;eR, """, A,eR, ™, A;eR,”” are matrices and
b'eR,™, b%R,™, and beR,™ are vectors. The subscript +
denotes a nonnegative orthant.

The inequalities of System S5a can represent voxels of a
first organ at risk (OAR), where an absorbed dose should not
exceed b,! for each voxel t in the first OAR volume.
Examples of OAR volumes include, but are not limited to,
brain tissue, muscle tissue, and/or skin tissue. In some
embodiments, the inequalities of System Sc can represent
voxels of a second organ at risk (OAR), where an absorbed
dose should not exceed b, for each voxel t in the second
OAR volume. The inequalities of System 5b can represent
voxels of a planning target volume (PTV), where an
absorbed dose should not exceed b, but should meet or
exceed b for each voxel tin the first OAR volume. Bach
voxel that does not satisfy the constraints described above
can be said to be violating the constraint (e.g., inequality).

In some embodiments, the solver can “translate” integer
constraints (e.g., percentage violation constraints ., [3) into
a “continuous” constraint by taking a sparsity norm, or
zero-norm, of a vector xeR”. In some embodiments, the
sparsity norm can be defined as

Il =1{x;1x=0}1 (6)

where || dentes the cardinality (e.g., number of elements)
of'a set. As described in System 6, the sparsity norm counts
the number of nonzero entries of x. The “lower+operation”
on a vector xeR” means that, for all I=1, 2, . . ., n,
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0 x;, if x; >0,
(= max, v =4 "

As defined above, x, is a nonnegative vector such that
|Ix,|lo represents the number of positive entries of x, defined
by

[be  Jlo:=1{x;1x>031

In some embodiments, a solution to a different problem
involving DVCs (e.g., percentage violation constraints) can
be defined and solved. Without being limited by theory, the
problem can be set up as follows. Let x*eR” be a solution
that satisfies the following systems

O=d x=(1+p)b* (72)
bPzd x=b? (7b)
OAjx<b? (7¢)
x=0 (7d)
ll(4 =51 llg=am, (79)

where A, A,, A;, b;, b,, bs, and b, are as in Systems Sa-5d
and cel0,1] and B>0.

As described above, System 7a allows the dosage of each
voxel as described in System 5a be exceeded by a fraction
B. The System 7e includes a term (A,x-b'),, which is
nonnegative and only has nonzero components that violate
System 5a. As such, the zero-norm of (A, x-b"), is equal to
the number of those violations. System 7e requires that the
number of violations does not exceed am,, where m, is total
number of voxels in the OAR described by 7a.

Split Feasibility Problem

A general version of Split Feasibility Problems (SFP) can
be described in multiple-sets split feasibility problems (MS
SFP). In MS SFP, more than one set exists in both C and in
Q.LetsetsC, , eR" and sets Qs . eR*be closed convex
sets. To solve the MS SFP, a solution xeC:=N_,* must be
found such that Aer::ﬁileQj if such an x exists. Con-
straints {Cj }jzlj can be represented as hyperslabs. In some
embodiments, the hyperslabs can lie in a space R’ that
describes the pencil beam intensities space. A solution x*
can be represented as lying on the intersection 610 of the
hyperslabs Q,, Q,, Qs, as shown in FIG. 7E. In some cases,
the solution is an empty set unless additional constraints are
included in the system. FIG. 9 shows conceptually the
relationship between solutions in spaces RY to R*. More
generally, as shown in FIG. 8, intersections of the sets can
have the following relationship: R’=R7'xR”x . . . xR7.
Projection Methods

In some embodiments, projections onto sets as described
can be used. Embodiments of IMPT may employ a variety
of projection methods. In some embodiments, simultaneous
projection methods are used. In such embodiments, a current
iterate x* can be chosen in order to calculate a next iterate
x**1, The next iterate can be calculated as follows:

=14 = +/\kZWi(Pi(Xk)—Xk)-

i=1

FIG. 7A illustrates conceptually how some embodiments
of simultaneous projections are performed. As shown in
FIG. 7A, the next iterate x**' can lie in a block 1302
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determined by the hyperplanes H,-Hs. For each successive
iteration calculation, k can be replaced by the stepped value
k+1 and the calculation can be repeated. The method can
repeat the iteration as often as needed (e.g., until a stopping
criterion is met).

In some embodiments of IMPT, sequential projection
methods can be used. In some embodiments, sequential
successive projections may be used. Examples of sequential
successive projections include POCS, ART, Kaczmarz, and
Row-Action projection methods, but this should not be read
as limiting the types of projections methods that can be used.
In some embodiments, the solver can set a current iterate x*
for which the next iterate

Jgrn:f_'_hk(Pc(k)(f)_f), =1

can be calculated, where

@, x)-b;=0,i=1,2,... .m

and

bigy — (@®, &) 4%

lla®]?

U

As illustrated by FIG. 7B, iterations can be achieved through
individual projections onto successive hyperslabs H,-Hs.
Because the projections can be done one at a time, sequential
methods can require higher processing resources and/or time
relative to other projection methods. For each successive
iteration calculation, k can be replaced by the stepped value
k+1 and the calculation can be repeated. The method can
repeat the iteration as often as needed (e.g., until a stopping
criterion is met).

Some embodiments of IMPT can use string averaging
projections (SAP). SAP methods can run projections in
parallel, thus decreasing computing time. Strings can be
assigned for different steps in the projection method. As
shown in FIG. 7C, for example, one embodiment set strings
1,=(1,2,5,6), 1,=(2), and 1,=(6,4). The next iterate x*** can
be found on a block defined by a relationship with the
resulting string projections. For example, in some embodi-
ments, the string projection can average the resulting pro-
jections. For each successive iteration calculation, k can be
replaced by the stepped value k+1 and the calculation can be
repeated. The method can repeat the iteration as often as
needed (e.g., until a stopping criterion is met).

Another parallel projection method that can be used by
IMPT are block iterative projections (BIP). In BIP, succes-
sive blocks 1310, 1312 can determine the location of a next
iterate x**!'. As shown in FIG. 7D, a first block 1310 can be
determined by a first set of projections. Projections for a
second block 1312 can originate from a point from the first
block 1310. In some embodiments, the next iterate can lie in
an approximate midpoint of the block 1312. For each
successive iteration calculation, k can be replaced by the
stepped value k+1 and the calculation can be repeated. The
method can repeat the iteration as often as needed (e.g., until
a stopping criterion is met).

In some embodiments of IMPT, projection methods can
be used to solve the linear interval feasibility problem
(LIFP). In some embodiments, an Agmon-Motzkin-Schoe-
nberg (AMS) cyclic feasibility-seeking algorithm can be
used. Some embodiments employ automatic relaxation
methods (ARM). Without being limited by theory, ARM has
a benefit of being able to handle each side of inequalities
separately. In certain embodiments, ARM can handle
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inequalities with additional interval constraints. In some
embodiments, ARM can automatically and/or continuously
determine how close a point is from a hyperslab. ARM can
adjust the relaxation parameters as needed.

Some embodiments of ARM can be described as follows.
Let large (and possibly sparse) systems of interval linear
inequalities take the form

sz<a",x)svj, =12,...p

where a, eR” for all j and w=(w)eR?, and v=(v,)eR?. In such
a case, the system represents p nonempty hyperslabs in R”.
In some cases, a problem can be addressed as a system of 2p
linear equations solved by the AMS algorithm. In some
embodiments of ARM, a specific relaxation principle can be
employed in an automatic matter. For each hyperslab of the
system above,

H:={xeR"| < aj,x) =v;} and f_jl-.':{xeR"\<a/,x> =w;}
can denote its bounding hyperplanes, where the median
hyperplane will be

H:={xeR"| < d,x) =Ya(vaw)}
and the half-width 1j can be given by

Vi—w;

2ladll *

W=

where ||| stands for the Euclidean 2-norm. The signed
distance of a point z from the j-th median hyperplane H;, can
be given by

: 1
de ) <HJ,Z>—§(Vj+Wj)
. Hj)= —————
! lla/1l
where

djgy 1= A, Hig).

In some embodiments, the solver can initialize an arbi-
trary x°eR”. It will be appreciated that the terms R” and RY
(and similar terms) are used interchangeably herein. In some
embodiments, a next iterate x**! can be calculated as fol-
lows:

o,

Xk+1 —
2

if 1ol < ¥ ey 8
@it

——  otherwise
llai®]

(i ~ Y
20 diw

In some embodiments, a control sequence {j(k)},—o” can
be cyclic on {1, 2, . . . , m} for which j(k)=k mod m+1,
according to which hyperslabs are chosen during iterations.
In some embodiments, external relaxation parameters
I }ieo™ are confined to

€M =2-€,, for some user-chosen e€,,€,>0

for all k=0. For each successive iteration calculation, k
can be replaced by the stepped value k+1 and the calculation
can be repeated. The method can repeat the iteration as often
as needed (e.g., until a stopping criterion is met).
Superiorization in IMPT

In some implementations, the foregoing projection
method that provides an efficient feasibility seeking capa-
bility can be selected based on one or more factors that
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include bounded perturbation resilience. An ability to per-
turb a given projection algorithm without losing conver-
gence to a feasible point can allow steering of the algorithm
toward a feasible point that is superior, in the context of the
merit function, than another feasible point that would be
arrived at without the perturbations.

Without desiring or intending to be bound by any par-
ticular theory, an algorithm P can be said to be resilient to
bounded perturbations if the following are satisfied. If a
sequence

(% )kx)lFow

(obtained by sequential repeated applications of P, starting
from x) converges to a solution of problem Q for all x in the
n-dimensional real coordinate space R”, then any sequence

('xk)}Fow

of points in R” also converges to a solution of Q provided
that for all k=0,

Jgﬂrl:PQ(’HF"'ﬁk"k)a (6)

where f,v* are bounded perturbations, meaning that f3, are
real non-negative numbers such that

2o Pr<e

and the sequence of vectors

(Vk)}Fow

is bounded.

In some implementations, the superiorization methodol-
ogy can be utilized as follows. Instead of trying to solve a
constrained minimization problem, the superiorization
approach can perturb some feasibility seeking algorithms so
that, without losing their convergence toward feasibility,
they will yield a point (or points) with reduced objective
function value(s). Thus, in some implementations, one or
more feasibility seeking projection algorithms for pCT
imaging can include or be adapted to include such a pertur-
bation resilience property. Non-limiting examples of such
perturbation resilient projection algorithms, or algorithms
that can be adapted to include such a capability, are
described herein in greater detail.

Applicant has analyzed a number of projection algorithms
that can be utilized for the superiorization methodology; and
some results of such analyses are described in reference to
FIGS. 21-23. FIGS. 21A and 21B show performance curves
(e.g., relative error as a function of number of iteration
cycles) for reconstructions of simulated GEANT4 proton
interactions using example projection algorithms ART
(650), BIP (652), SAP (654), OSART (656), BICAV (658),
DROP (660), and CARP (662). FIG. 22 shows an image of
a phantom (upper row, first column) that was used in the
simulation of the proton interactions, as well as recon-
structed images using the foregoing projection algorithms.
FIG. 23 shows a comparison of images obtained by different
numbers of iterations of an example projection algorithm
(DROP), showing that in some situations, additional itera-
tions beyond some point do not necessarily increase the
image quality significantly.

The example performance related plots and images of
FIGS. 21-23 were obtained using a known optimization
technique. Additional references to these example perfor-
mance related illustrations are made in descriptions of the
example projection algorithms.

In some implementations, a perturbation vector v for
steering the iterative sequence of image estimates towards
reduced total variation of the image estimate can be calcu-



US 9,884,206 B2

21

lated. For example, the perturbation vector can be calculated
as the negative of a normalized subgradient of the total
variation at x*¥, such that

i (10)
S
- if s %0
T R

0, otherwise

In some implementations, the example subgradient (s) of
total variation can be calculated in a manner described in an
article authored by P. L.. Combettes and J. Luo, “An adaptive
level set method for nondifferentiable constrained image
recovery,” IEEE Trans. Image Process, 11, 1295-1304
(2002). Additional details concerning the foregoing example
perturbation vector can be found in, for example, an article
authored by D. Butnariu, R. Davidi, G. T. Herman, and I. G.
Kazantsev, “Stable convergence behavior under summable
perturbations of a class of projection methods for convex
feasibility and optimization problems,” IEEE I. Sel. Top.
Signal Process, 1, 540-547 (2007).

IMPT with Dose Volume Constraints

In implementations where the CFP is inconsistent (e.g.,
when Q=03), a solution can be found by solving a linear
feasibility problem (LFP) and assigning percentage viola-
tion constraints (PVC).

Some embodiments can allow a user to set one or more
constraints on the IMPT to achieve the desired dosages. In
some cases, such a constraint may refer to a dose-volume
constraint (DVC). As used herein, a DVC may refer to a
dose limit such that other DVCs are calculated based on the
dose limit. In some cases, a DVC can describe the limit of
radiation that is desired by a treatment planner or physician.
For example, a physician may prescribe an upper and lower
limit of a desired dosage.

In some embodiments, a DVC may describe a limit to
which a dosage limit can be violated. A physician may set a
DVC such that up to a maximum fraction of a target volume
(e.g., organ volume) may violate a limit by up to a maximum
value. Such a bound may be, for example, an upper bound
limit or a lower bound limit. In some cases, the physician or
treatment planner may choose a first DVC a and/or a second
DVC p such that a fraction o of the target volume will not
receive more than a § amount of radiation. In some cases the
amount § may be given as a fraction of an integer and/or as
a total number of units of radiation (e.g., Grays). In some
embodiments, o and [} may be referred to as percentage-
violation constraints (PVC).

In some embodiments, a vector x* can be found that
solves the system

{ (iXa, xy = (1 + By, for all je B, %

(iDh(x) = o B|

where the function h:R’—R is a defined function of the
vector x that is convex in x and whose subgradients or
gradients are easily calculated.

Without being limited by theory, it is believed that once
a vector x* is found that satisfies System 9, x* can be used
to solve the dose-volume constraints feasibility problem of
certain embodiments. In these embodiments, a finite index
set B, vectors {¢/} 5, upper bounds u, on doses to voxels for
all jeB, and o and  can be set such that O=a=<1 and 0=f<1.

10

20

40

45

50

55

22

In addition to these settings, if percentage violation con-
straints (PVC) are set such that in up to a fraction a of the
inequalities

(& x) =u; for all jeB (10)

may be violated by up to a fraction 3, the vector x* will
satisfy system 9.

In some embodiments, the LFP can be solved by finding
a vector x* that satisfies certain conditions. In embodiments
where Q=0, x* can be determined if a PVC also applies such
that in up to a fraction of the total number of inequalities

1)
the right-hand side bounds v, may be potentially violated
by up to a fraction of their values. One condition can include
that x* solve the system.
The constraints described in Systems 7a-7¢ can be
described by c=Ax=<b, where A is an (m,+m,+m;)xn matrix
composed of blocks

Al
A= Ay
Az

And b and ¢ are each (m,+m,+m;) vectors given, respec-
tively, by

(aj,x) v, for all jeJ

(1+ Bt
b3
b4

b2

Because each of A, b, and ¢ reside in the space Rn, the space
of intensity vectors X, and because the sparsity constraint
takes place in the space Rml, the space of OAR dose
vectors, a method for seeking feasible solutions of split
feasibility problem (SFP) can be used.

In some embodiments, the solver can define C in the same
space R” as the intensity vectors x, such that

C:={xeR"|c2dx<b}NR,"

and Q in the same space R™! as the OAR dose vectors, such
that

O:={yeR™|[(»-b") oz cm, }.

In some embodiments, a solution x*eC can be found such
that A1x*eQ. In some cases, Q is not a convex set. In certain
embodiments, the solver can project onto Q orthogonally
using a feasibility-seeking projection method.

In some embodiments, a projected Landweber method
can be used. In certain embodiments, the projected Landwe-
ber method comprises using a CQ-algorithm. Certain
embodiments of the CQ-algorithm do not require the cal-
culation of the inverse A, ™' of A|. Such embodiments may
need to calculate A7 instead. An algorithm P,(z) can
project a vector z orthogonally onto a set Q. In certain
embodiments, because Q is not convex, a next iterate x***
may comprise more than one point for P,. In such embodi-
ments, the point may be chosen arbitrarily.
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In some embodiments, the CQ algorithm can include
setting an arbitrary x°eR” and k=0. The CQ algorithm can
further include calculating a next iterate xk+1 using

xk+l:PC(xk"'YAlT(PQ(Alxk)_Alxk))

For each successive iteration calculation, k can be
replaced by the stepped value k+1 and the calculation can be
repeated. The method can repeat the iteration as often as
needed (e.g., until a stopping criterion is met).

A P(z) can be calculated such that

12

Pylz)=Pylz-b H4pt
where

O:={yeR™I|ly, Josam,}.

As described the solver can project a shifted point (z-b')
onto the set Q and adding b1 in order to project a point z onto
the set Q. Thus, a projection onto Q should be calculated. In
some embodiments, the number 1 of positive components of
(z-b') can be described by the relationship in an algorithm

(z-bY, If I<am (13)

Po(z-b") =
7(z ){W’

If > am

where w is the vector obtained from (z-b') by replacing its
smallest positive 1-am, components with zeros. At this
point, if lsom,, then the point (z-b') is on Q and P
2(z-b")=(z-b"). This result can be used for z=A x* in
System 5a.

In some embodiments a parameter y can be chosen. In
certain embodiments, the parameter v is found on the inter-
val 0<y<2/6. In IMPT, some embodiments permit the param-
eter y to be set by a user (e.g., doctor, treatment planner,
etc.).

In some embodiments, 6 can defined as

mny

o:=lAilk =) Z a2

i=1 j=1

using the squared Frobenius matrix norm ||A, ||.%, where i=1,
2,...,myandj=1,2,..., 0

In certain embodiments, the solver can employ a dose-
volume split-feasibility (DVSF) algorithm. In some embodi-
ments, the DVSF algorithm can include calculating the
transposed matrix A7, the value of 0, and choosing a
parameter v, as described here. In some embodiments, the
algorithm includes taking an arbitrary x°eR” and setting k=0.
The algorithm can further include projecting A, x* onto Q. In
some embodiments, projecting A, x* onto Q can include
computing A, x* for the current iterate x* and counting the
positive coordinates of (A,x*-b"). In some embodiments,
the positive coordinates can be denoted by 1. A further step
in the algorithm can include calculating

Vir=Py(d ¥*-b")

using Equation 13 where z=A x*. In some embodiments, the
solver can calculate a projection A, x* onto Q using

Pyl x)=F4b!

in the algorithm. In some embodiments, the algorithm can
calculated, for u*eR”, using

dF=xFyd T (Po(d 7)-4,5)
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In some embodiments, a projection of u* onto C can be
done using Equation 12. In some configurations, the solver
can perform one or more sweeps of a feasibility-seeking
projection method for Systems 5a-5d. In some embodi-
ments, for each sweep, k can be replaced by the stepped
value k+1 and the calculations in Systems 5a-5d can be
repeated. The sweeps can repeat the iteration as often as
needed (e.g., until a stopping criterion is met). In some
embodiments, the sweeps can include obtaining multiple
values of u* using Systems. In certain embodiments, when
the sweeps have stopped, the resulting vector can be used as
the next iterate x*** in Equation 12.

In some embodiments, for each successive iteration cal-
culation, k can be replaced by the stepped value k+1 and the
DVSF algorithm can be repeated. The algorithm can repeat
as often as needed (e.g., until a stopping criterion is met).

As described herein, the methods and systems described
herein may apply to particle as well as electromagnetic (e.g.,
gamma ray) radiation. In some embodiments, the IMPT uses
gamma rays. In some embodiments, the radiation is com-
prised of particles (e.g., ions). In certain embodiments, the
particles consist of protons and/or carbon ions.

In some embodiments one or more particle beams and/or
angles can be used. FIG. 10 shows a schematic of dosage
regions. For example, a first region 1715 can refer to an
organ at risk (OAR). A second region 1720 can represent a
planning target volume (PTV) (e.g., a tumor). As shown in
FIG. 10, in some embodiments three particle beams are used
(as indicated by the arrows). However, this should not be
viewed as limiting, as one, two, or more than three beams
may be used. Similarly, one or more beam angles may be
used.

In certain embodiments, the number of beamlets in each
beam can vary. For example, in one embodiment, 146
particle beamlets were used per beam, but the number of
beamlets can range from about 30-230 beamlets. In some
embodiments, the number of beamlets in each beam can be
higher, such as between about 350-780 beamlets. In some
embodiments, the amount of dose deposited by each pencil
beamlet can be calculated with a Monte Carlo toolkit Geant4
and/or recorded.

The beam diameter can range from about 0.5-4 mm
diameter. As an example, a beamlet can be about 2 mm in
one embodiment. The spacing of the pencil beamlets in
different embodiments can range from about 1-3 mm in
diameter. In some embodiments, the spacing is about 2 mm.
As shown in FIG. 10, in some embodiments Bragg peaks can
be delivered in a pattern similar to the pattern 1725, where,
for example, white dots represent where Bragg peaks were
delivered. Beamlet energies in some embodiments can range
from about 95 MeV-175 MeV. In certain embodiments, the
energies can range from about 75 MeV-200 MeV. The
resolution can be approximately 0.5 MeV, such as a range of
about 0.1-0.9 MeV. In some cases, it may be assumed that
the structures of the irradiated area approximate the char-
acteristics of water.

In some embodiments of the IMPT system, a pre-absorber
can be inserted into the beams in front of the irradiated
geometry at a distance from the irradiated structures. In
some embodiments, this distance can be between about 3
and 8 cm. In some embodiments, the pre-absorber can
comprise polyethylene. In certain configurations, the thick-
ness of the pre-absorber can be between about 2 and 10 cm.

In certain configurations of modeling of physical phe-
nomena, particles and/or electromagnetic waves may be
tracked using standard electromagnetic physics (e.g.,
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G4EmStandardPhysics) and/or hadron physics models (e.g.,
G4HadronPhysicsQGSP_BIC_HP).

As described herein, certain embodiments included dose
only constraints (DOCs). In some embodiments, a single
dose volume constraint (DVC) is applied. In some embodi-
ments, two or more DVCs can be used. The DOCs and/or
DVCs may be applied to PTV and/or OAR volumes. Table
1 shows a list of sample DVCs that may be used in treatment
in various embodiments of IMPT. As used in Table 1, a dose
volume constraint (e.g., percentage violation constraint)
combination such as a=0.2, b,=40 Gy, and =0.25 would
correspond to Dy, <40 Gy and D,,,,=50 Gy.

FIGS. 11A-C depict isodose contours. FIG. 11A shows
the results of unit intensity pencil beams. FIG. 11B shows
the results of DOCs, corresponding to Prescription 1 of
Table 1. FIG. 11C shows the results of DVCs applied to both
PTV and OAR structures, corresponding to Prescription 4.

FIGS. 12A-D represent histograms simulated results of
each of the prescriptions tested from Table 1. In each
histogram, the upper curve represents the PTV and the lower
curve represents the OAR. DVCs are indicated by small
crosses. FIGS. 3A-D corresponds to Prescriptions 1-4,
respectively.

In some embodiments, an initial pencil beam intensity
vector can range from about 0.3 to 1.8 units. Certain
embodiments of the IMPT method and/or system can cycle
through the algorithms described herein one or more times.
In some embodiments, the number of cycles can be between

1200-3200 cycles. In some embodiments, the number of
TABLE 1
Prescriptions associated with PTV and OAR structures in order to
test the functionality of the proposed DVSF algorithm
(Algorithm 5) in a simplified 2D geometry.
Prescription OAR PTV
1 Dy = 45 Gy D, = 70 Gy
D, = 77 Gy
2 D55y, = 45 Gy D,s =70 Gy
e = y D,y = 77 Gy
3 Dggss < 25 Gy D, = 70 Gy
D55y, = 45 Gy Dyax = 77 Gy
D,... =70 Gy

4 Dy 50, < 45 Gy D,,,, = 66.5 Gy
D,... = 70 Gy Dyso;, = 70 Gy
D,... =77 Gy

cycles is fewer in order to conserve computation power
and/or time. In such cases, the number of cycles can range
from about 100-1400 cycles. As used herein, cycle can refer
to one complete processing of all DVCs and/or DOCs
applied to each pixel within the PTV and/or the OAR
structures.

Some embodiments can run MATLAB (The MathWorks,
Inc.) or some other computation software in order to handle
the large numbers involved. In some embodiments the
number of voxels along a particular axis (e.g., X, y, or z) of
the PTV and/or OAR can range from about 12-120 voxels
per axis. For each axis, in some embodiments, the resolution
can be between about 0.5-5 mm. Dose grids can be larger,
such as up to 4 times as large as the CT pixel size in various
embodiments.

In one embodiment, a treatment plan for proton pencil
beam scanning (PBS) was developed. Two proton pencil
beams targeted the PTV from angles of 80° and 280°, each
containing 574 and 564 beamlets, respectively. Parameters
were set to have 80% layer overlap, a lateral spot resolution
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of 0.6 cm, a lateral target margin of 0.4 cm and 3 standard
deviation dose spread during dose calculation. The DVCs
used are shown in Table 2.

FIG. 13A-B represent test results in a clinical patient.
FIG. 13 A shows the results when Prescription 1 of Table 2
was applied subject to the following inputs (representing the
solid line): Dose-volume histogram (DVH) after 2000 cycles
of the DVSF algorithm, using Y,74=1.99/0571, Your=1/
O04r> Vpr—Your» —1. The dotted line represents a DVH
produced by Pinnacle® after 86 iterations and meeting a
stopping tolerance of less than 1077, FIG. 13B shows the
results when Prescription 2 was applied subject to the
following inputs (representing the solid line): Dose-volume
histogram (DVH) after 2000 cycles of the DVSF algorithm,
using Yprp=1.990p7v, Y04270-3004r: VrrvYour 0.5
The dotted line represents a DVH produced by Pinnacle®
after 131 iterations and meeting a stopping tolerance of less
than 1077,

FIGS. 14A-B illustrate dose contour maps when Prescrip-
tion 1 of Table 2 are applied under different inputs. In FIG.
14A, the inputs are as follows: 2000 cycles of the
DVSF algorithm, using Yp75=1.99/0 775, Your=1/00.4z:
Yprr=Your—1- FIG. 14B is produced by Pinnacle’ after 86
iterations and meeting a stopping tolerance of less than 1077
The units of the scales next to each DVH are in Gy.

TABLE 2

Prescriptions associated with PTV and OAR (brainstem)
structure for a clinical test case.

Prescription OAR PTV
1 D,ax = 54 Gy D,uin = 66.5 Gy
Dso, = 50 Gy Dyax = 74.9 Gy
Dyse, = 70 Gy
2 D,.0x = 40 Gy D,.., = 66.5 Gy
Dso, = 35 Gy Dyax = 74.9 Gy
Dyse, = 70 Gy

FIGS. 15A-B illustrate dose contour maps when Prescrip-
tion 2 of Table 2 are applied under different inputs. In FIG.
15A, the inputs are as follows: 2000 cycles of the DVSF
algorithm,  using  Ypr=1.990,75,  Y0uz=0-3/0,4z,
Yo our, =0.5. FIG. 15B is produced by Pinnacle® after
131 iterations and meeting a stopping tolerance of less than
10~7. The units of the scales next to each DVH are in Gy.

Reference throughout this specification to “some embodi-
ments” or “an embodiment” means that a particular feature,
structure or characteristic described in connection with the
embodiment is included in at least some embodiments.
Thus, appearances of the phrases “in some embodiments” or
“in an embodiment” in various places throughout this speci-
fication are not necessarily all referring to the same embodi-
ment and may refer to one or more of the same or different
embodiments. Furthermore, the particular features, struc-
tures or characteristics may be combined in any suitable
manner, as would be apparent to one of ordinary skill in the
art from this disclosure, in one or more embodiments.

As used in this application, the terms “comprising,”
“including,” “having,” and the like are synonymous and are
used inclusively, in an open-ended fashion, and do not
exclude additional elements, features, acts, operations, and
so forth. Also, the term “or” is used in its inclusive sense
(and not in its exclusive sense) so that when used, for
example, to connect a list of elements, the term “or” means
one, some, or all of the elements in the list.

Similarly, it should be appreciated that in the above
description of embodiments, various features are sometimes
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grouped together in a single embodiment, figure, or descrip-
tion thereof for the purpose of streamlining the disclosure
and aiding in the understanding of one or more of the various
inventive aspects. This method of disclosure, however, is not
to be interpreted as reflecting an intention that any claim
require more features than are expressly recited in that
claim. Rather, inventive aspects lie in a combination of
fewer than all features of any single foregoing disclosed
embodiment. Accordingly, no feature or group of features is
necessary or indispensable to each embodiment.

Embodiments of the disclosed systems and methods may
be used and/or implemented with local and/or remote
devices, components, and/or modules. The term “remote”
may include devices, components, and/or modules not
stored locally, for example, not accessible via a local bus.
Thus, a remote device may include a device which is
physically located in the same room and connected via a
device such as a switch or a local area network. In other
situations, a remote device may also be located in a separate
geographic area, such as, for example, in a different location,
building, city, country, and so forth.

Methods and processes described herein may be embod-
ied in, and partially or fully automated via, software code
modules executed by one or more general and/or special
purpose computers. The word “module” refers to logic
embodied in hardware and/or firmware, or to a collection of
software instructions, possibly having entry and exit points,
written in a programming language, such as, for example, C
or C++. A software module may be compiled and linked into
an executable program, installed in a dynamically linked
library, or may be written in an interpreted programming
language such as, for example, BASIC, Perl, or Python. It
will be appreciated that software modules may be callable
from other modules or from themselves, and/or may be
invoked in response to detected events or interrupts. Soft-
ware instructions may be embedded in firmware, such as an
erasable programmable read-only memory (EPROM). It will
be further appreciated that hardware modules may comprise
connected logic units, such as gates and flip-flops, and/or
may comprise programmable units, such as programmable
gate arrays, application specific integrated circuits, and/or
processors. The modules described herein may be imple-
mented as software modules, or may be represented in
hardware and/or firmware. Moreover, although in some
embodiments a module may be separately compiled, in other
embodiments a module may represent a subset of instruc-
tions of a separately compiled program, and may not have an
interface available to other logical program units.

In certain embodiments, code modules may be imple-
mented and/or stored in any type of non-transitory com-
puter-readable medium or other non-transitory computer
storage device. In some systems, data (and/or metadata)
input to the system, data generated by the system, and/or
data used by the system can be stored in any type of
computer data repository, such as a relational database
and/or flat file system. Any of the systems, methods, and
processes described herein may include an interface config-
ured to permit interaction with patients, health care practi-
tioners, administrators, other systems, components, pro-
grams, and so forth.

A nmumber of applications, publications, and external
documents may be incorporated by reference herein. Any
conflict or contradiction between a statement in the body
text of this specification and a statement in any of the
incorporated documents is to be resolved in favor of the
statement in the body text.
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Although described in the illustrative context of certain
preferred embodiments and examples, it will be understood
by those skilled in the art that the disclosure extends beyond
the specifically described embodiments to other alternative
embodiments and/or uses and obvious modifications and
equivalents. Thus, it is intended that the scope of the claims
which follow should not be limited by the particular embodi-
ments described above.

The following is claimed:

1. A method for performing intensity-modulated radiation
therapy on a subject using a plurality of pencil beams, the
method comprising:

identifying a volume of interest from a representation of

the subject, the volume of interest divided into a total
number of voxels;

defining a plurality of sub-volumes, wherein a sub-vol-

ume comprises a number of contiguous, ordered vox-
els; and

generating a treatment plan for intensity-modulated radia-

tion therapy that satisfies dose constraints for each

voxel within each of the plurality of sub-volumes;

wherein generating the treatment plan comprises:

determining a system of linear equations of the form
Ax*=b or linear inequalities of the form
b <Ax*=b™*" where x* is a first vector comprising
elements X, representing an i’ component of a solu-
tion vector representing an actual intensity of an i”
pencil beam, b is a second vector comprising ele-
ments b, representing a dose prescribed for a i™ dose
grid point, b is a third vector comprising elements
b'"i”j representing a minimum dose prescribed for a
i™ dose grid point, b™** is a fourth vector comprising
elements b™*", representing a maximum dose pre-
scribed for a i dose grid point, and A is a matrix
comprising elements a,; representing a dose deliv-
ered by the i” pencil beam of unit intensity to the j*
dose grid point; and

determining one or more feasible solutions x* to the
system of equations or inequalities using a feasibil-
ity-seeking algorithm.

2. The method of claim 1, wherein determining one or
more feasible solutions x* comprises, for each of the plu-
rality of sub-volumes, receiving a threshold number of dose
constraints that are allowed to be violated when performing
intensity-modulated radiation therapy using the one or more
feasible solutions x*.

3. The method of claim 1, wherein determining one or
more feasible solutions x* comprises, for each of the plu-
rality of sub-volumes, providing a threshold proportion of
dose constraints that are allowed to be violated when per-
forming intensity-modulated radiation therapy using the one
or more feasible solutions x*.

4. The method of claim 1, wherein determining one or
more feasible solutions x* comprises performing repeated
projections of iterates of preliminary solution vectors onto
convex sets determined by the linear system of equations or
inequalities.

5. The method of claim 1, wherein determining one or
more feasible solutions x* comprises defining a cost func-
tion or optimization function and determining a gradient of
the cost function or optimization function in order to find a
local minimum.

6. The method of claim 1, wherein generating the treat-
ment plan further comprises perturbing the one or more
feasible solutions x* to determine a perturbed solution
superior to a non-perturbed solution, wherein perturbing the
one or more feasible solutions comprises adding a pertur-
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bation term to the one or more feasible solutions x* that
reduces total variation in dose space.

7. The method of claim 6, wherein perturbing the one or
more feasible solutions comprises adding a perturbation
term repeatedly a specified number of times.

8. The method of claim 6, wherein perturbing the one or
more feasible solutions comprises adding a perturbation
term repeatedly until a stopping criterion is met.

9. The method of claim 1, wherein satisfying dose con-
straints for each voxel within each of the plurality of
sub-volumes comprises receiving a first violation constraint,
wherein the first violation constraint specifies that no more
than a fraction of the total number of voxels in the volume
of interest are permitted to receive a dose of radiation greater
than a maximum dose constraint or less than a minimum
dose constraint.

10. The method of claim 9, wherein the minimum dose
constraint is a scalar value multiplied by the third vector.

11. The method of claim 9, wherein the maximum dose
constraint is zero multiplied by the fourth vector.

12. The method of claim 9, wherein the maximum dose
constraint is a scalar value greater than zero multiplied by
the fourth vector.

13. The method of claim 1, wherein generating the
treatment plan comprises determining whether adding a
perturbation term yields a solution that is superior to the
estimated initial solution.

14. The method of claim 1, wherein generating the
treatment plan comprises the step of determining whether
adding a perturbation term yields a solution that reduces
total variation in dose space relative to the estimated initial
solution.

15. The method of claim 1, wherein generating the
treatment plan comprises determining a dose of radiation
from the solution vector x*, the dose of radiation comprising
one or more of x-rays, electrons, protons, or ions heavier
than protons.

16. A method for performing intensity-modulated radia-
tion therapy, the method comprising:

obtaining a representation of a patient, the representation

comprising information about structures within or on
the patient;

identifying a target volume in the representation of the

patient;

identifying an organ at risk or other non-targeted tissue in

the representation of the patient;

dividing the target volume into a first plurality of sub-

volumes, wherein dividing the target volume into a first

plurality of sub-volumes comprises:

dividing the target volume into a total number of
voxels;

selecting a first fractional value corresponding to a ratio
of a size of a sub-volume of the target volume to a
size of the target volume; and

for each of the first plurality of sub-volumes, defining
a sub-volume of the target volume as a group of a
number of contiguous voxels, wherein a ratio of the
number of contiguous voxels to the total number of
voxels is approximately equal to the first fractional
value for the sub-volume of the target volume for the
target volume receiving a first violation constraint;

for each voxel of the first plurality of sub-volumes,

receiving a prescribed dose and a minimum dose con-

straint;

selecting a radiation treatment plan that satisfies the first

violation constraint, wherein the first violation con-
straint defines a fraction of the total number of voxels
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in the target volume that are permitted to receive a dose
of radiation below the minimum dose constraint; and

delivering radiation to the patient based on the selected
radiation treatment plan.
17. The method of claim 16, wherein delivering radiation
to the patient includes delivering protons, electrons, x-rays,
or ions heavier than protons.
18. The method of claim 16, wherein the minimum dose
constraint is a scalar value multiplied by a vector comprising
elements representing the minimum prescribed dose for each
voxel in the group of contiguous voxels.
19. The method of claim 16, further comprising the step
of dividing the organ at risk or other non-targeted tissue into
a second plurality of sub-volumes, the step comprising:
dividing the organ at risk or other non-targeted tissue into
a total number of voxels;

selecting a second fractional value corresponding to a
ratio of a size of a sub-volume of the organ at risk or
other non-targeted tissue to a size of the organ at risk
or other non-targeted tissue; and

for each of the second plurality of sub-volumes, defining

a sub-volume as a group of a number of contiguous
voxels, wherein a ratio of the number of contiguous
voxels to the total number of voxels is approximately
equal to the second fractional value for the sub-volume.
20. The method of claim 19, further comprising the steps:
for the organ at risk or other non-targeted tissue receiving
a second violation constraint; and

for each voxel of each of the second plurality of sub-

volumes, receiving a maximum dose constraint.

21. The method of claim 20, wherein selecting a radiation
treatment plan comprises selecting a radiation treatment plan
that satisfies the second violation constraint, wherein the
second violation constraint defines a fraction of the total
number of voxels in the organ at risk or other non-targeted
tissue that are permitted to receive a dose of radiation in
excess of the maximum dose constraint.

22. The method of claim 16, wherein selecting a radiation
treatment plan comprises using an inverse problem solver to
determine beam characteristics predicted to deliver radiation
doses to the first and/or second plurality of sub-volumes
without violating at least one of the first and second violation
constraints.

23. The method of claim 16, wherein determining beam
characteristics comprises determining intensity.

24. An intensity-modulated radiation therapy system com-
prising:

a radiation delivery system configured to deliver radiation

to a patient;

a physical processor configured to:

analyze a representation of the patient to identify a
target volume;

divide the target volume into a total number of voxels
such that the voxels can be arranged sequentially;

define a first plurality of sub-volumes wherein a sub-
volume comprises a set of a number of contiguous
voxels, wherein a ratio of the number of contiguous
voxels to the total number of voxels is approximately
equal to a fractional value for the sub-volume;

receive a minimum dose constraint for each voxel of
the first plurality of sub-volumes;

for the target volume, receive a first violation con-
straint;

determine a radiation treatment plan that satisfies the
first violation constraint; and

select a radiation treatment plan that satisfies treatment
criteria; and
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a control system configured to control the radiation deliv-
ery system to deliver the radiation according to the
selected radiation treatment plan.

25. The system of claim 24, wherein the radiation system

is configured to deliver protons.
26. The system of claim 24, wherein the radiation system
is configured to deliver ions heavier than protons.
27. The system of claim 24, further comprising the steps
of:
analyzing the representation of the patient to identify an
organ at risk or other non-targeted tissue; and
dividing the organ at risk or other non-targeted tissue into
a second plurality of sub-volumes, wherein dividing the
organ at risk or other non-targeted tissue into a second
plurality of sub-volumes comprises:
dividing the organ at risk or other non-targeted tissue
into a total number of voxels;

selecting a second fractional value corresponding to a
ratio of a size of a sub-volume of the organ at risk or
other non-targeted tissue to a size of the organ at risk
or other non-targeted tissue; and

for each of the second plurality of sub-volumes, defin-
ing a sub-volume as a group of a number of con-
tiguous voxels, wherein a ratio of the number of
contiguous voxels to the total number of voxels is
approximately equal to the second fractional value
for the sub-volume.

28. The system of claim 24, wherein the first violation
constraint defines a fraction of the total number of voxels in
the target volume that are permitted to receive a dose of
radiation below the minimum dose constraint without vio-
lating the first violation constraint.

29. The system of claim 27, wherein the physical proces-
sor is further configured to receive a second violation
constraint and a maximum dose constraint, wherein the
second violation constraint defines a fraction of the total
number of voxels in the organ at risk or other non-targeted
tissue that are permitted to receive a dose of radiation in
excess of the maximum dose constraint without violating the
second violation constraint.

30. The system of claim 29, further comprising a problem
solver module configured to determine radiation beam char-
acteristics predicted to deliver radiation doses to the plural-
ity of sub-volumes without violating one or both of the first
and second violation constraints.

31. The system of claim 30, wherein the problem solving
module is configured to:

determine a system of linear equations of the form Ax*=b
or linear inequalities of the form b, <Ax*<b,, .. where

x* is a first vector comprising elements X, representing
an i” component of a solution vector representing an
actual intensity of an i”pencil beam, b is a second
vector comprising elements b, representing a dose pre-
scribed for a j* dose grid point, and A is a matrix
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comprising elements a,; representing a dose delivered
by the i pencil beam of unit intensity to the j* dose
grid point;

determining one or more feasible solutions x* to the

system of equations or inequalities using a feasibility-
seeking algorithm; and

perturbing the one or more feasible solutions x* to

determine a solution superior to a non-perturbed solu-
tion;

wherein perturbing the one or more feasible solutions

comprises adding a perturbation term to the one or
more feasible solutions x* that reduces total variation
in dose space.

32. The system of claim 30, wherein the radiation treat-
ment plan comprises an automatic relaxation method.

33. The system of claim 31, wherein perturbing the
estimated initial solution comprises calculating a next iterate
x*! based on a current iterate X* using the following
formula:

xk+1:Pc(xk+‘{A1T(PQ(Al"k)—Alxk))a

wherein P(z) projects any vector z in intensity space
orthogonally onto a set C in intensity space, A, is a matrix
comprising elements a,, representing a dose delivered by the
i pencil beam of unit intensity to the j* dose grid point in
the organ at risk, A, "is the transpose of the matrix A,, P,(w)
projects any vector w in dose space onto a set Q in dose
space, 0 is calculated as a squared Frobenius matrix norm of
A, as follows:

n

n
0:=lAll} = ZIZ a2,

=1 j=1

wherein m, is a total number of voxels in the organ at risk,
n is a total number of pencil beams, and vy is a parameter
in the interval 0 <y<2 /6.

34. The method of claim 21, wherein selecting a radiation
treatment plan comprises calculating a number of voxels that
receive a dose of radiation in excess of the maximum dose
constraint or below the minimum dose constraint.

35. The method of claim 34, wherein calculating the
number of voxels that receive a dose of radiation in excess
of the maximum dose constraint comprises evaluating, for
any vector x, the sparsity norm |[x|, :=I{x,#0}| for a vector
(Ax*-b), where |*|denotes the cardinality of a set, where A
is a matrix comprising elements a,; representing a dose
delivered by the i pencil beam of unit intensity to the j*
dose grid point, x* is a first vector comprising elements x;
representing an i component of a solution vector represent-
ing an actual intensity of an i” pencil beam, and b is a second
vector comprising elements b, representing a dose pre-
scribed for a j dose grid point.
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