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Abstract

Weak and strong sorting classes are pattern-closed classes that are
also closed downwards under the weak and strong orders on permuta-
tions. They are studied using partial orders that capture both the sub-
permutation order and the weak or strong order. In both cases they
can be characterised by forbidden permutations in the appropriate or-
der. The connection with the corresponding forbidden permutations in
pattern-closed classes is explored. Enumerative results are found in both
cases.

1 Introduction

The theory of pattern-closed classes was originally motivated by the study of
the sortable permutations associated with various computing devices (abstract
data types such as stacks and deques [5], token passing networks [3], or hardware
switches [2]). All these devices have the property that, if they are able to sort
a sequence σ, then they are able to sort any subsequence of σ.

This subsequence property (that subsequences of sortable sequences are them-
selves sortable) is a very natural one to postulate of a sorting device. It is
exactly this property that guarantees that the set of sortable permutations is
closed under taking subpermutations. But there are other natural properties
that a sorting device might have. We are particularly interested in the follow-
ing two. Both of them reflect the idea that “more sorted” versions of sortable
sequences should themselves be sortable.

1. If s1s2 . . . sn is sortable and si > si+1 then s1s2 . . . si−1si+1si . . . sn is
sortable, and
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2. If s1s2 . . . sn is sortable and si > sj where i < j then so is

s1s2 . . . si−1sjsi+1 . . . sj−1sisj+1 . . . sn

For the moment we call these the weak and strong exchange properties (the
second obviously implies the first). The weak exchange property would hold for
sorting devices that operated by exchanging adjacent out of order pairs while
the strong exchange property would hold if arbitrary out of order pairs could be
exchanged. Our paper is about the interaction between each of these properties
and the subsequence property.

We shall study this interaction using various (partial) orders on the set Ω of
all (finite) permutations. Since we shall be considering several partial orders on
Ω we shall write σ P τ when we mean that σ ≤ τ in the partial order P; this
avoids the confusion of the symbol “≤” being adorned by various subscripts. In
the same vein we write σ P τ to mean σ 6≤ τ in P.

If P is a partial order on Ω the lower ideals of P are those subsets X of Ω with
the property

β ∈ X and α P β =⇒ α ∈ X

Such a lower ideal can be studied through the set b(X) of minimal permutations
of Ω \X. Obviously b(X) determines X uniquely since

X = {β | α P β for all α ∈ b(X)}

In the classical study of permutation patterns we use the subpermutation order
that we denote by I (standing for involvement). The lower ideals of I are
generally the central objects of study and are called closed classes. If X is a
closed class then b(X) is called the basis of X. Indeed the most common way
of describing a closed class is by giving its basis (and therefore defining it by
avoided patterns). We write av(B) to denote the set of permutations which avoid
all the permutations of the set B. If a closed class is not given in this way then,
often, the first question is to determine the basis. A second question, perhaps
of even greater interest, is to enumerate the class; in other words, to determine
by formula, recurrence or generating function how many permutations it has of
each length.

However, these questions can be posed for any partial order on Ω and much of
our paper is devoted to answering them for orders that capture the subsequence
property and the weak or strong exchange properties.

A closed class is called a weak sorting class if it has the weak exchange property
and a strong sorting class if it has the strong exchange property.

Our aim is to set up a framework within which these two notions can be investi-
gated and to exploit this framework by proving some initial results about them.
We shall begin by investigating the two natural analogues of the subpermuta-
tion order that are appropriate for these two concepts. In particular there are
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natural notions of a basis for each type of sorting class; we shall explore how
the basis of a sorting class is related to the ordinary basis and use this to derive
enumerative results.

The terms ‘weak’ and ‘strong’ have been chosen to recall two important or-
ders on the set of permutations of length n: the weak and strong orders. For
completeness we shall give their definitions below. In these definitions and else-
where in the paper we use Roman letters for the individual symbols within a
permutation and Greek letters for sequences of zero or more symbols.

The weak order W on the set of permutations of length n can be defined as the
transitive closure of the set of pairs

W0 = {(λrsµ, λsrµ) | r < s}

The strong order S on the set of permutations of length n can be defined as the
transitive closure of the set of pairs

S0 = {(λrµsν, λsµrν) | r < s}

The subpermutation order I is, of course, defined on the set of all permutations.
It is the transitive closure of the set of pairs

I0 = {(λµ, λrµ)}

where, as usual, λrµ means the result of inserting r in λµ with suitable renum-
bering of symbols larger than r.

Weak (respectively, strong) sorting classes are the lower ideals in the partial
order defined by the transitive closure of I ∪W (respectively I ∪ S) and so can
be studied using the same machinery that has been used for arbitrary closed
classes, adapted to the appropriate order.

We begin by giving a simple description of these transitive closures. In this
description we denote the relational composition of two partial orders by juxta-
position.

Lemma 1 The transitive closure of I ∪W is IW while that of I ∪S is IS. In
fact WI = IW while SI is strictly included in IS.

Proof: In this extended abstract we prove only that SI is strictly included in
IS. To do this, observe that 321 I 1432 S 3412 yet there exists no permutation
θ with 321 S θ I 3412; therefore the inclusion is strict.

We have already noted that every closed class X can be described by a forbidden
pattern set B as

av(B) = {σ | β I σ for all β ∈ B}
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We can describe weak and strong sorting classes in a similar way using the
orders IW and IS. In other words, given a set B of permutations we define

av(B, IW) = {σ | β IW σ for all β ∈ B}
av(B, IS) = {σ | β IS σ for all β ∈ B}

which are weak and strong sorting classes respectively. Every weak and strong
sorting class X can be defined in this way taking for B that set of permutations
minimal with respect to IW or IS not belonging to X. If B is the minimal
avoided set then it is tempting to call it the basis of the class it defines. Un-
fortunately that leads to a terminological ambiguity since both av(B, IW) and
av(B, IS) are pattern closed classes and so have bases in the ordinary sense.
To avoid such confusion we shall use the terms weak basis and strong basis.
However, two significant questions now arise. If we have defined a weak sorting
class by its weak basis, what is its basis in the ordinary sense? Similarly for
strong sorting classes, what is the connection between the strong basis and the
ordinary basis?

In the next section, on weak sorting classes, we shall see that the first of these
questions has a relatively simple answer. In that section we also give a general
result about the weak sorting class defined by a basis that is the direct sum of
two sets. We go on to enumerate weak sorting classes whose weak basis is a
single permutation of length at most 4.

In the final section, on strong sorting classes, we shall see that the ordinary
basis is not easily found from the strong basis. Nevertheless we can define a
process that constructs the ordinary basis from the strong basis; and we prove
that the ordinary basis is finite if the strong basis is finite. We have used this
process as a first step in enumerating strong sorting classes defined by a single
strong basis element of length at most 4.

We also introduce a 2-parameter family of strong sorting classes denoted by
B(r, s). These classes are important because every (proper) strong sorting class
is contained in one (indeed infinitely many) of them. We shall show how the
B(r, s) can be enumerated and give a structure theorem that expresses B(r, s)
as a composition of very simple strong sorting classes.

2 Weak sorting classes

We begin by giving the connection between the weak basis of a weak sorting
class and its ordinary basis.

Proposition 2 av(T, IW) = av(T,WI) = av(T ′) where T ′ is the set of per-
mutations

{σ | τ W σ for some τ ∈ T}

(the upward weak closure of T ).
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Corollary 3 av(T ) is a weak sorting class if and only if every permutation in
the upward weak closure of T involves a permutation of T .

Corollary 4 If a weak sorting class has a finite weak basis then its ordinary
basis is also finite.

The next result is very useful for enumerating weak sorting classes.

Theorem 5 Let R,S be the weak bases of weak sorting classes A,B and let C
be the weak sorting class whose weak basis is T = R ⊕ S. Let (an), (bn), (cn)
be the enumeration sequences for A,B, C and let a(t), b(t), c(t) be the associated
exponential generating functions. Then

c(t) = (t− 1)a(t)b(t) + a(t) + b(t)

Proposition 2 shows that we can enumerate weak sorting classes using the var-
ious techniques that have been developed for ordinary closed classes. In the
full paper we give enumerations for all weak sorting classes classes with a single
weak basis permutation of length 3 or 4.

3 Strong sorting classes

For weak sorting classes Proposition 2, Corollary 3 and Corollary 4 describe
how the weak basis is related to the ordinary basis. The situation for strong
sorting classes is considerably more complex largely because the direct analogue
of Corollary 3 is false. Despite this we can prove that a strong sorting class with
a finite strong basis has a finite ordinary basis and our proof shows how this
ordinary basis may be computed from the strong basis.

We begin these investigations by defining three types of operation on permuta-
tions:

Switch. Exchange two symbols of τ that are currently correctly ordered.

Left. Move a symbol t of τ to the left and insert some new symbol smaller than
t in the original position of t (with appropriate renumbering of symbols).

Right. Move a symbol t of τ to the right and insert some new symbol larger
than t in the original position of t (also with appropriate renumbering of
symbols).

Suppose that T is some set of permutations. Then T is said to be complete if, for
any τ ∈ T , applying any of the types of operation switch, left, or right to τ results
in a permutation that contains some permutation in T as a subpermutation.
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Proposition 6 T is complete if and only if av(T ) is a strong sorting class.

Now suppose that X is a strong sorting class with strong basis R. Let c(R)
denote the ordinary basis of X. Our aim is to describe c(R) in terms of R. Let
X̄ denote the complement of X. Then, by definition

X̄ = {θ | ρ IS θ for some ρ ∈ R}

Also, by definition, c(R) is the set of minimal permutations in X̄ (minimal with
respect to I). The following result shows that c(R) can be constructed from R
by using switch, left, and right operations.

Lemma 7 Let θ ∈ c(R). Then there exists a sequence of permutations

θ0, θ1, . . . , θk = θ

where θ0 ∈ R, each θi ∈ c(R), and each θi is obtained from θi−1 by a switch, left,
or right operation. Furthermore, in any sequence beginning at a permutation of
R and ending at θ where each term arises from the previous one by a switch,
left, or right operation, all permutations in the sequence are in c(R).

This lemma indicates how c(R) can be computed from R using a breadth-
first search strategy. We begin from R itself and apply switch, left, and right
operations discarding any results that contain previously found permutations
as subpermutations; and we continue using any new permutations found. Our
next result shows that this process terminates if R is finite.

Theorem 8 Let X be a strong sorting class with strong basis R and suppose
that R is finite. Then c(R) is also finite.

We turn now to the enumeration problem for strong sorting classes whose strong
basis is finite. As a consequence of the previous result and work in [1] we have

Theorem 9 Every strong sorting class whose strong basis is finite has a rational
generating function.

In the full paper we give the linear recurrences that enumerate strong sorting
classes whose strong basis consists of a single permutation of length at most 4.
Our general method is to first determine the ordinary basis of the class by the
process described above and use our experience in closed class enumeration.

As an example of a fairly typical situation we note that

c({4231}) = {4231, 4231, 4321, 35142, 45312, 42513, 45132, 35412,

45213, 43512, 456123, 351624, 451623, 356124}
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and the enumeration of av(4231, IS) is governed by the recurrence

an = 4an−1 − 2an−2 + 4an−3 − an−5

The above results suggest that the theory of strong sorting classes is more
complex than that for weak sorting classes. However, the following results go
some way to proving that it may actually be less complex.

Consider the following family of closed classes. The closed class B(r, s) is defined
by the r!s! (ordinary) basis permutations βα where |β| = r, |α| = s and every
symbol of β is greater than every symbol of α. It follows easily from Proposition
6 that B(r, s) is a strong sorting class. The importance of the strong sorting
classes B(r, s) stems from

Proposition 10 Every proper strong sorting class is contained in some B(r, r).

This proposition indicates that the classes B(r, s) are fundamental in the un-
derstanding of strong sorting classes. Our final results describe their structure.

Lemma 11 B(1, 2) consists of permutations whose cycle structure is

(1, 2, . . . , k1)(k1 + 1, k1 + 2, . . . , k2)(k2 + 1 . . .) . . .

and B(2, 1) is the class of their inverses.

Theorem 12
B(r, s) = B(2, 1)r−1 ◦ B(1, 2)s−1
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