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Abstract

Path Layout is a fundamental graph problem in label switching protocols. This problem is raised
in various protocols such as the traditional ATM protocol and MPLS which is a new label switching
protocol standardized recently by the IETF. Path layout is essentially the problem of reducing the
size of the label-table in a router. The size is equivalent to the number of different paths that pass
through the router, or start from it. A reduction in the size can be achieved by choosing a relatively
small number of paths, from which a larger set is composed using concatenation.

In this paper we deal with three variations of the Path Layout Problem according to the special
characteristics of paths in three label switching protocols, MPLS, ATM and TRAINET. We focus
on tree networks, and show an algorithm which finds label-tables of small size, while permitting
concatenation of at most k paths. We prove that this algorithm gives worst case tight bounds (up to
constant factor) for all three models. The bounds are given as a function of the size of the tree, and
the maximum degree.

1 Introduction

Improving label switching technologies is a step towards better QoS (Quality of Service) in high speed
and IP networks. Label switching is done by using a quite simple idea of label based switching deci-
sions, a packet is switched in the network according to a label it carries. The concept of Label Switching
is not new. Its origins are in virtual circuit networks such as ATM networks. However, only recently
the combination of switching technology and IP routing became a popular avenue of research and de-
velopment. The large number of different label switching protocols [8] (tag-switching [19], CSR [16],
IP-Switching [18], and threaded indices [7]) motivated the IETF to develop MPLS (Multi Protocol La-
bel Switching), a standard approach to label switching [5]. MPLS was designed to combine the best of
several approaches.

MPLS was developed to overcome some drawbacks of the standard IP routing. IP routing is basi-
cally a simple method of hop by hop routing. When a packet reaches a router, the routing decision (on
the next router in the path) is based only on the destination address of the packet. At any given point in
time all packets with the same destination address would be routed in exactly the same way, regardless
of any other parameter of the packet. At each router along the packet path, the destination address of
the packet is examined, and the longest prefix that matches the address, out of all the prefixes (usually
several tens of thousands) in a forwarding table is found. The packet is then routed according to the
information associated with the Best Matching Prefix (BMP) in the forwarding table.

The high cost of computing the BMP at each router combined with the inability to distinguish
between different flows with the same BMP motivated the development of MPLS. All the packets of
the same flow are tagged with a unique label upon entering the network layer. At each switch (router)
on the path the label is used to switch (rather than route) the packet to its next hop. The label is used as
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an index in the switching table. That is, label switching supports the concept of “route once and switch
many”. In other words, for all the packets in a flow, routing is performed once when setting up the label
path, and the label is then used for all the packets at all the intermediate switches. Essentially MPLS
establishes a circuit between the source and destination which in the terminology of MPLS is called
Label Switch Path (LSP).

The basic advantages of MPLS are as follows. Elimination of the time consuming BMP enables
higher rates of packet processing. The second advantage is support of QoS forwarding by assigning
different labels to flows that require different services even if destined to the same destination (we
do not use such options in this paper). Finally, MPLS enables explicit routing. The source router in
the path establishes the path by some setup mechanism (such as RSVP). Henceforth the forwarding is
performed by switching on the label which was associated with the explicit route. The explicit routing
feature of MPLS enables the support of good traffic engineering (design of paths in the network), load-
balancing, and support for resource reservations.

In order to support hierarchical routing (between networks and inside them), MPLS supports multi
label paths by placing a stack of labels on each packet of a corresponding flow. In addition, in MPLS
each router may use operations on the stack of labels, it can be instructed to push or pop one or more
labels. This mechanism is also useful for path concatenation [6, 1, 2]. A path is described by concate-
nation of LSPs and each LSP described by a label in the stack label. One of the applications of path
concatenation is using a small set of LSPs to compose a larger set. The main advantages of this applica-
tion is reducing the number of labels necessary in the network thus enabling more label switched routes
with the same number of labels. Labels in MPLS are a scarce resource. They are the key elements in
the scalability of MPLS, and the more labels we need the larger the switching tables are. Since the
switching has to operate at high speeds, it is built out of expensive memories and its size is critical.

This paper deals with the following fundamental graph problem. How to choose a small set of
routes in order to compose a larger set of routes by using concatenation. We mainly focus on tree
networks, which are relevant to many server client applications, such as multicast, and can also be used
as a building block for solutions in general graphs [10].

This question is not new. This is the basically Virtual Path Layout in ATM, that was considered in
the literature [14, 20, 3, 9, 4, 13, 10, 11] in the blossoming years of ATM protocol. ATM [15] is also a
protocol based on circuits, where a circuit is a path defined between a source and a destination. In ATM,
a VC or a Virtual Channel connects between users and may concatenate many VPs (virtual paths). The
goal in managing VPs is to correctly use the network to reduce the cost of VCs establishment. The
concatenation of paths in ATM is done by using the VCI/VPI labels, where VCI is the index of a VC
and VPI is the index of a VP. Basically the VCI is the glue that concatenates several VPIs.

Our first contribution in this paper, is giving tight (up to a constant multiplicative factor) upper and
lower bounds for the worst case maximum load on any router in a tree network. This result also shades
some light on the corresponding open issue in ATM networks.

The second contribution in this paper, is to model the problem of path layout in three different
label switching models, ATM, MPLS and a new suggested extended version of MPLS, Trainet. We
examine the different power of the models by demonstrating them on the problem of path layout on
tree networks.

One of the key differences between MPLS and ATM is caused by the path merging capability in
MPLS. MPLS permits tagging all the packets with the same remaining path with the same label, even
if there initial path was different [5]. Hence when a label switch path is built in the network, one may
use all its, with no extra charge of building and tagging these paths with different labels.

The third model, the Trainet Model, is a model suggested by [1]. The main idea, of this extended
MPLS model, is to increase the utilization of each label by using it to define each sub-path of a labeled
switched path (LSP) as a legal route. It is achieved by replacing the label with a <label,counter> pair.
At each switch the counter shows how many more hops the corresponding packet should take on this
LSP. This is much like taking a subway, where the packet has to go off the train after a specified number
of stations. This model resembles the idea of Manhattan networks [17].

The outline of the rest of the paper is as follows. The different models are formalized in Section
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2. We discuss related work in Section 3. The main result of the paper is presented in Section 4. The
algorithms for different cases are given in Section 5. The lower bounds for different cases are given in
Section 6. Section 7 explores some results for the different models, which are derived from the main
result. We finish the paper with some conclusions.

2 Model

All label switching models establish switch-paths. A packet moving in a network, may move only
along a switch-path. Each packet is assigned a label, corresponding to the switch path it is supposed
to use 1. A packet traverses its path using a switching technique. We begin with defining switch-paths.
Virtual Paths (in ATM), Label Switch Paths (in MPLS) and Trainet Switch Paths (in Trainet) are all
instances of a switch-paths.

We model the network, as a bidirectional graph G = (V,E), where the nodes are routers and the
edges are physical connections between the routers. In some cases (where we are interested in paths
from a single source) we consider directed graphs.

Definition 1 A switch-path SP in graph G is a simple directed path.

The label switching models differ in the number and the type of different routes (sub-paths of
switch-paths) that a packet may traverse using a specific switch-path of the specific model. Metaphori-
cally, the switch-path resembles a directed express train-line, which the packets can use for fast switch-
ing. The routes that packets may use are all sub-paths of the train line. The ATM switch-paths, called
also Virtual Paths, define only one route each. In order to use the path, a packet must begin its trip in
the first station, the source of the switch-path, and may leave only in the last station, the destination. In
MPLS, the packet may enter the train-line at any station, but must stay till the end of the switch-path.
A label switch path in MPLS defines a subset of routes, each of which corresponds to a suffix of the
label switch-path. In the Trainet model, a packet may enter the train-line at every station, and get off
at any later station. A Trainet switch-path defines a set of routes, each of them is some sub-path of the
switch-path i.e., each path in the Trainet model introduces all its sub-paths as routes. Next, we give
definitions, which formally define the routes that are induced by each type of switch-path.

Definition 2 Let V be a Virtual Switch Path. We define the set of routes that are induced by V SP in
the ATM model, simply as {V }.

Definition 3 Let L be a Label Switch Path. We define the set of routes that are induced by L in the
MPLS model, as the set of routes {r|r is suffix of L}.

Definition 4 Let T be a Trainet Switch Path. We define the set of routes that are induced by T in the
Trainet model, as the set of routes {r|r is (a non-empty) sub-path of T}.

In the next definition, we define the path layout in a Model M (where M can be ATM, MPLS or
Trainet).

Definition 5 Let G = (V,E) be a directed graph. Let P be a collection of routes in G. A collection
of switch-paths P ′ in G is a k-hop path layout of P in the model M , iff for every r ∈ P , it can be
created by concatenating of at most k valid routes induced by P ′ in the model M .

1We ignore the fact that the actual label value of a packet is swapped while traversing the switch path, in order to avoid
global synchronization of the label value. E.g. a packet arriving at a router with a label l-in is forwarded according to the
outgoing port (line card) found at the switching table at entry l-in. While being switched, the l-in label is swapped with
a l-out label found in that entry of the switching table. Note that this label swapping does not change the number of label
values required for each router, and hence in this paper we ignore the above mechanism.
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Our paper focuses on finding a path layout that minimizes the size of the largest label-table (or the
switching table) of any router. A label-table of a router is the table that contains the database of the
labels. The size of this table for a given router vertex is also called the vertex load. Next we give a
formal definition of vertex load in the different Models. Similarly to the load of a vertex, one can define
the load on an edge. We prefer to discuss the vertex loads due to their direct connection to the sizes of
the label-tables. The vertex load of node v is denoted L(v).

Definition 6 Let V SP be the set of all the virtual paths in an ATM network. Let V SP (v) be the
subset of paths p ∈ V P such that v ∈ p. L(v) = |V SP (v)|.

Definition 7 Let LSP be the set of all label switch paths p in a MPLS network. Let LSP ′ be the set
of all routes induced by LSP . Let LSP ′(v) be the set of all routes p in LSP ′, such that v is the first
vertex in p. L(v) = |LSP ′(v)|. Note that this definition captures the merging of labels capabilities of
the MPLS model.

Definition 8 Let TSP be the set of Trainet switch paths in a Trainet Network. Let TSP ′ be the set
of all routes induced by TSP . Let TSP ′(v) be the subset of all routes in TSP ′ such that v is the first
vertex in p. Let TSP ′′(v) be a minimal subset of TSP ′(v) such that for each p′ ∈ TSP ′(v) there
exists a route p′′ ∈ TSP ′′(v) such that p′ is a prefix of p′′. L(v) = |TSP ′′(v)|. Note again, that this
captures the merging of labels capabilities of the Trainet model.

We say that a path payout has vertex load m if the maximum load on any vertex in the graph is
m. Our paper deals with finding a k-hop path layout, that requires minimum vertex load, and hence
minimizes the memory used for the incoming label-table at the router. The paper focuses on the case
of a tree network where the basic set of paths P is naturally a set of shortest paths. In the following
definitions, we define three problems of path layout in a tree, one-to-all path layout, all-to-one path
layout, and all-to-all path layout.

Definition 9 Let r be a designated vertex in graph G. A one-to-all path layout is a path layout where
r has shortest path routes to all other nodes in G.

Definition 10 Let r be a designated vertex in graph G. A all-to-one path layout is a path layout
where all the vertices in G have shortest path routes to r.

Definition 11 A all-to-all path layout is a path layout in G, where every node has a shortest path
route to every other node in the graph.

In order to give some insight on the different models, and as a building block to the general prob-
lems, we give in Appendix A.1 as an example the path layout for k = 1 (one-hop path layout). Through-
out the paper, the symbol n denotes the number of nodes in the network. The size of a tree is defined
to be the number of nodes in it.

3 Related work

While there is extended literature about the virtual path layout in general ATM network [20, 3, 9, 4,
13, 10, 11, 12], there is no work, to the best of our knowledge, that deals with the new model of label
switch path layout.

The paper of Gerstel, Cidon and Zaks deals with the problem of virtual path layout in a tree network
[10]. In that paper, an optimal polynomial algorithm for finding a virtual path layout (in ATM model)
with minimum edge load was introduced. However, to the best of our knowledge, there is no tight
bound known for vertex loads in tree networks. The paper [10] does not analyze the resulting optimal
edge load found by the algorithm. The result of [10] is important and raises many further questions.
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We believe that there is practical need in knowing the maximum resulting load. Moreover the paper
discusses the load on edges and not on the vertices. We believe that both measures are important for
practical reasons. Our paper, fills this gap, and gives a lower bound for the minimum vertex load
that any algorithm can find. We feel that our lower bound, is an important step in reaching a real
understanding and estimating the gain by using path concatenation.

Our paper also introduces polynomial algorithms, which give a tight upper bound. The paper [11]
gives an upper bound of O(

√
n) of edge load for the 2-hop path layout, which leads to vertex load of

O(d
√

n). In this paper we give algorithms for the general k-hop path layout problem. Specifically, for
the special case of the 2-hop path layout, our algorithm gives a vertex load of only O(

√
dn).

To the best of our knowledge, our work is also the first paper to model the virtual path problem in
the MPLS and Trainet models.

4 Main results

In the rest of the paper, we prove the following theorem, and derive some results on the different models
from it. We consider a network which is a rooted directed tree. We define d to be the maximum out-
degree of any node in the directed tree. It is also possible to see the tree as undirected. This does not
change the result since the maximum degree in that case is at least d and at most d + 1 and a change in
d by a multiplicative factor of at most two does not affect the results. I.e., the following theorem gives
tight bounds on the worst case vertex load for the one-to-all k-hop path layout in tree networks. The
theorem holds in all three models.

Theorem 1 Given a rooted directed tree with n nodes and maximum degree d. For an integer k > 1,
the following function fk describes the maximum size of the switching table of any node (i.e, the vertex
load), for a fixed value of k (maximum number of concatenated paths).

If k is even then

fk(n, d) =



















Θ(n
1

k d
k−1

k ), for d ∈ [1, n
1

k+1 ];

Θ((nd)
2

k+2 ), for d ∈ [n
1

k+1 , n
2

k ];

Θ(d), for d ∈ [n
2

k , n].

If k is odd then

fk(n, d) =



















Θ(n
1

k d
k−1

k ), for d ∈ [1, n
1

k+1 ];

Θ(n
2

k+1 ), for d ∈ [n
1

k+1 , n
2

k+1 ];

Θ(d), for d ∈ [n
2

k+1 , n].

There is one exception which is the case d = 1 in the Trainet model, for which fk(n, d) = 1.

To prove the theorem, we need to show algorithms for all cases, and to give negative examples to
all cases as well. We do that in the next sections.

5 Algorithms

We start with designing the algorithms, and construct the lower bounds in the next section. We define
a procedure DECOMPOSE. This procedure is used by the algorithms for all the different cases. The
procedure receives a rooted directed tree T ′ of size m, and an integer ` ≤ m and returns a node v. v is
the root of a minimal sub-tree of size at least ` (we require the sub-tree to contain all the descendants of
v in T ′). Note that since the sub-tree is minimal, the size of the sub-trees of the children of v are smaller
than `. The operation of DECOMPOSE is iterative and simple; It moves a pointer along a descending
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path in the tree. The pointer starts at the root of T , and goes along a directed edge to a child whose
sub-tree is of size at least `, as long as such a child (whose sub-tree is large enough) still exists. We
later show how to combine several iterations of decompose into a single run of DFS.

All algorithms have a similar general structure. The original tree T is decomposed recursively into
smaller and smaller trees, until the trees are small enough. In each decomposition step, some switch-
paths are defined.

Case 1: An algorithm for even or odd k and d ∈ [1, n
1

k+1 ].
Let `0, . . . , `k−1 be a monotonically decreasing sequence such that `0 = n. The values `i serve as
thresholds for sizes of trees (numbers of nodes). We define sets of roots R0, . . . Rk−1 in the following
way. R0 = {r}, where r is the root of T . Ri contains nodes, which are defined to be roots of sub-trees
(those are sub-trees which contain a subset of their descendants). such sub-trees have sizes of at most
`i. Note that the sets are not necessarily disjoint. Moreover, each vertex ri ∈ Ri, has an associated
vertex in Ri−1, which is expressed by a function fi : Ri → Ri−1. We explain below how to create the
sets and the functions.

The algorithm uses the term “trees of type i”. Those are trees whose root is in Ri. Clearly the size
of a tree of type i (0 ≤ i ≤ k − 1) is of size at most `i. The original tree T is a type 0 tree. A root of a
tree of type i, i.e. a node of Ri, is called a root of type i. The root of T is also called the main root.

Decomposition into smaller trees: The algorithm uses the set of thresholds to recursively define
sets of trees of type i for each i. Starting with T (which is the only tree of type 0), trees of type i + 1
are simply defined by decomposing trees of type i.

The structure of switch-paths: Switch-paths are defined in a way that for each root r of type i + 1,
either there exists a root of type i (fi+1(r)) with a switch-path going to r, or r itself is a type i root.
The exact way to do this is defined together with the defining the decomposition algorithm. The

Finally each root of type k − 1 is defined to have switch paths to all the nodes in its sub-tree (of
type k − 1). The value of `k−1 has to be relatively small so that roots of type k − 1 do not have a large
vertex load.

Using the above set of paths we get that the set of all concatenations of at most k − 1 switch-paths
from the main root, allow us to get to every root of type k − 1. Using the switch paths from roots of
type k − 1 we get that it is possible to use a concatenation of at most k switch-paths to get from the
main root to any node.

An algorithm for decomposing a tree of type i into trees of type i + 1: Given a tree Ti of type i, fix

`i+1 = n
k−i−1

k d
i+1

k and do the following until the tree Ti is left with at most `i+1 nodes: (If already
|Ti| ≤ `i+1, then the tree is not decomposed further). Run DECOMPOSE with the parameter `i+1 on
the tree, and get a sub-tree rooted at x. Add all paths from the root of Ti to x and its direct children to
the set of switch-paths, and remove this sub-tree from Ti. Let x be the root of the removed sub-tree.
Each direct child y of x is defined to be a root of type i + 1 (the tree of type i + 1 contains all the
descendants of y that were not removed previously from the tree). Since the sub-tree of x is minimal,
the size of the sub-tree of each child of x is of size at most `i+1. The remainder of Ti (after all removals)
is also defined to be a tree of type i + 1. Recall that by definition, the remainder is of size at most ` i+1.

Analysis of the vertex load: The number of times that DECOMPOSE was run (for a given i) is at
most `i

`i+1
. Consider the labels given only while decomposing trees of type i into trees of type i + 1.

For each sub-tree of type i + 1, at most d + 1 new switch-paths are defined, hence the root of Ti is

assigned at most (d + 1) `i

`i+1
new labels. Using `i = n

k−i

k d
i

k , we get `i

`i+1
= n

1

k d−
1

k and the number

of new labels assigned to each root of type i < k − 1 is at most (d + 1)n
1

k d−
1

k = Θ(n
1

k d
k−1

k ) labels.

For i = k − 1, the size of each tree of type k − 1 is at most `k−1 = n
1

k d
k−1

k , hence each root of type

k−1 also has O(n
1

k d
k−1

k ) new labels defined for switch-paths to its descendants. To calculate the total
number of labels that any node has received, note that each node in the tree T belongs to at most one
tree of each type. While considering trees of type i, all switch-paths were defined inside the trees. In
the worst case, a node in a tree of type i belongs to all switch-paths starting at its root. Since there are
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k types of trees, and k is constant, each node has at most Θ(n
1

k d
k−1

k ) labels of different paths.

Case 2: Algorithm for odd k and d ≥ n
1

k+1 .
The algorithm is similar to the previous algorithm. We specify the differences between this case and
case 1. Instead of k types of trees, there are only k+1

2 types. The number of thresholds is naturally also
k+1
2 , and again `0 = n. Clearly, the number of recursive decomposition phases is also smaller.

The structure of switch-paths: For each root of type i + 1 (i > 0) there exists a concatenation of at
most two switch-paths to it from some root of type i (the root of type i + 1 may be already a root of
type i, this can be seen as a special case). In the trees of type k−1

2 , there is a switch-path from each root
to all the nodes in the sub-tree.

The maximum number of switch-paths that need to be concatenated to be able to get from the root
to some node is two times the number of phases of decomposition, plus 1 (for the switch-paths from
every root of type k+1

2 to its descendants). This number is exactly k.

An algorithm for decomposing a tree of type i into trees of type i + 1: We set `i+1 = n
k−2i−1

k+1 . To
decompose a tree of type i, Ti, into trees of type i +1, we again run DECOMPOSE with the parameter
`i+1, removing each tree until |Ti| ≤ `i+1. Let x be a root of a removed sub-tree. A switch-path is fixed
from the root of Ti to x, and switch-paths are also fixed from x to all its direct children. The sub-tree
of each direct child is defined to be a tree of type i + 1. The remainder of Ti after all removals is also
defined to be a tree of type Ti+1.

Analysis of the vertex load: To calculate the number of labels given to a node while considering
trees of type i, note that there are two cases. Nodes got labels either on a switch-path from a root of
type i, or on a switch-path of length 1 (to roots of type i + 1 from their direct parents). In the first case,
a root of type i is assigned at most `i

`i+1
labels for i < k−1

2 and at most `i for i = k−1
2 . This equals to

n
2

k+1 . In the second case, a node is defined to have switch-paths going to its children, which gives at

most d labels for a node. Hence the maximum number of labels given to one node is O(max(d, n
2

k+1 )).
Using similar reasoning as in the first case, the total number of labels given to one node in total is also

O(max(d, n
2

k+1 )).

Case 3: Algorithm for even k, d ∈ [n
1

k+1 , n
2

k ].
We use a combination of the first and the second algorithms. The number of types of trees is k

2 + 1.

Define `0 = n and `i = (nd)
k−2i+2

k+2 for i > 0. This gives `i

`i+1
= (nd)

2

k+2 for 0 < i < k

2 and
`0

`1
= n

2

k+2 d−
k

k+2 . Note that `1 can be defined since dk ≤ n2. The construction of switch-paths from
the main root, to trees of type 1 is done as in the first case algorithm, i.e. the switch-paths are from the
main root to all roots of decomposed trees and their direct children (who become roots of type 1). The
definitions of switch-paths while decomposing a tree of type i > 0 into trees of type i + 1 is done as
in the second algorithm, i.e. switch-paths from the type i root to the roots of decomposed trees, and
switch-paths from them to their direct children (who will be the type i + 1 roots). The switch-path
inside the type k

2 trees are defined as in both algorithms, from the root, to all the nodes. The size of

such sub-tree is at most ` k

2

= (nd)
2

k+2 .

The main root was assigned O(d `0
`1

) = O(dn
2

k+2 d−
k

k+2 ) = O((nd)
2

k+2 ) labels which bounds the
number of labels each node in the type 0 tree was assigned. In all other cases a root of type i > 0

received at most Θ((nd)
2

k+2 ) labels and some nodes received extra O(d) labels. Since d ≤ (nd)
2

k+2 ,

each node in a tree of type i was assigned O((nd)
2

k+2 ) labels. Since k is constant, summing over all

types of trees still gives Θ((nd)
2

k+2 ).

Case 4: Algorithm for even k, d ≥ n
2

k .
Let a = d log n

log d
e − 1. We run the second algorithm with a + 1 types of trees `i = n

di , for 0 ≤ i ≤ a.
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Since n ≤ d
k

2 , a ≤ k

2 − 1. The size of trees of type a is at most d. The number of concatenated paths
is at most k − 1 < k. Since `i

`i+1
= d and `a ≤ d, each node in a tree of type i is assigned O(d) new

labels, hence in total, for constant k, each node has O(d) labels.

Running time: We assume that the algorithm needs to gather information, but does not need to
construct the paths. The decomposition of a tree of type i into trees of type i+1 can be done e.g. while
running a Depth First Search on the tree. Each node may have a counter of the size of its sub-tree. As
soon as the search returns to a node with enough descendants, switch-paths from the root are defined,
and the counter is set to zero. We run this once for each tree (may be done recursively, running a new
DFS when a node is declared to be a root of some type), The running time is O(n) for each type of
trees (each node or edge belongs to at most one tree of each type). The total running time is O(kn).
We can conclude that the running time is linear in n.

The upper bounds above assume that k is a constant, which is the case in reality. However, even if
k is non-constant, it is possible to get the same upper bound in the Trainet model. (see Appendix A.2 ).

6 Lower bounds

The lower bounds presented in this section are valid for all three models. Whenever, we use routes, in
the proof, the routes are induced by the switching path according to any of the models. To prove lower
bounds we introduce several trees in which at least one node has a large switching table.

If d = 1, then the tree is a chain. We need to show that there exists a node with Ω(n
1

k ) labels
in the ATM and in the MPLS models. Assume to the contrary that all nodes have a table of size at
most 1

3n
1

k . Starting at the root of T , using a concatenation of exactly i routes, the root has access to

at most ( 1
3n

1

k )i different nodes. Using a concatenation of at most k routes we get access to at most

1 + (1
3n

1

k ) + (1
3n

1

k )2 + . . . (1
3n

1

k )k ≤ 1 + 1
3n + (1

3 )2n + . . . ≤ 1 + n

2 < n (for n ≥ 3). Contradiction.
For other cases, we build trees of sizes at most n that give negative examples.

Case a: Lower bound for d ∈ [2, n
1

k+1 ].
We define the following tree types. Let n′ = n/2. Let T1 be a maximum complete binary tree with at

most (n
′

d
)

1

k leaves and T2 a maximum complete binary tree with at most ( n
′

dk+1 )
1

k leaves (if n
′

dk+1 < 1,

or (n
′

d
)

1

k < 1 use a tree which consists of a single node instead of a binary tree. Note that dk < n).

d
...

d ...

...

.....
.

d
...

...

...

...
...

...

Figure 1: Illustration of the the lower bound tree of Case A

Let T ′
1 (resp. T ′

2) be a T1 (resp. T2) tree such that each leaf has d children. We define a concatenation
of two trees S1 and S2 as follows : S1S2 is rooted at the root of S1 and each leaf of S1 has a S2 as a
sub-tree (the leaf of the S1 is a root of an S2). Let T = T ′

1(T
′
2)

k−1 (See Figure 1). Note that T has at

most n′ leaves, and at most 2n′ = n nodes. We need to show that some node has Ω(n
1

k d
k−1

k ) labels.
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For a set of vertices Q in a tree T , let D(Q) denote the set of all descendants of nodes in Q (including
Q i.e. Q ⊆ D(Q)). For a tree T with a given switching table, where the root can reach any node
concatenating k routes or less, let T (i) (0 ≤ i ≤ k) denote the set of nodes that are reachable from the
root by at concatenating at most i routes, or some descendant of the node is reachable. It is easy to see
that T (0) is the root and T (k) is the set of all nodes.

Assume that at most 1
4(n′

1

k d
k−1

k ) labels for the root and at most 1
8(n′

1

k d
k−1

k ) labels for any other

node are enough. We will reach a contradiction which would mean that some node needs Ω(n
1

k d
k−1

k )
labels. Let I0 be the set of leaves of the tree T ′

1, and let Ii be the set of leaves of T ′
1(T

′
2)

i for i =
1, .., k − 1.

If the root has at most 1
4(n′

1

k d
k−1

k ) labels and each other node has at most 1
8(n′

1

k d
k−1

k ) labels, we
can prove the following claim.

Claim 2 For every 0 ≤ i ≤ k−1, the set Ii contains a subset I ′
i

which satisfies the following properties:
1. |I ′

i
| ≥ d

2 . 2. All vertices in I ′
i

have the same parent node. 3. T (i + 1) ∩ D(I ′
i
) = ∅ (i.e. it is

impossible to get from the root of T to any of the nodes in the subset or any nodes in their sub-trees by
concatenating at most i + 1 routes).

Proof: By induction. For the basis we calculate the size of the set I0. Since T1 is a maximum binary
tree with at most (n′

d
)

1

k leaves, it has more than 1
2(n′

d
)

1

k leaves and hence |I0| > d

2(n′

d
)

1

k . If the root of

T has at most 1
4n′

1

k d
k−1

k labels, then at most half of the nodes in I0 have a route from the root passing
through them (possibly stopping there). Hence there is at least one leaf of T1 that at least half its (d)
children do not have a route from the root to them or to some descendant of them. Let I ′

0 be such
subset, it satisfies all three properties.

For the inductive step (for i > 0) consider I ′
i−1 and let x be their parent. Let Ĩi = Ii ∩ D(I ′

i−1)

(descendants of Ii−1 which are leaves of T ′
1(T

′
2)

i). Assume to the contrary that there can be no I ′
i

that
satisfies all three properties. Hence each node in the leaves of T ′

1(T
′
2)

i−1T2 has at least d

2 children who
are on a path created by concatenating i + 1 routes starting from the root. In particular at least half of
Ĩi have such a path. In order to have a path to a node y in Ĩi which is a concatenation of i + 1 routes,
there must be a route beginning at x or passing through x to y. The size of each T ′

2 is at least d

2( n
′

dk+1 )
1

k .

The set Ĩi contains at least d

2 trees of type T2 and hence ( d

2)2( n
′

dk+1 )
1

k nodes, and at least half of them

have a route from x or an ancestor of x. This results in at least 1
8((n′dk−1)

1

k ) labels for x, which is a
contradiction.

The claim shows that there exists a leaf node of T which does not have a concatenation of k routes
from the root which leads to this leaf. This is a contradiction. (Actually we showed that there are at
least d

2 such leaves).

Case b: Lower bound for even k and d ∈ [n
1

k+1 , n
2

k ]
We build the following tree: Let n′ = n/2. Let T3 be a maximum complete binary tree with at most

( n

d
k

2

)
2

k+2 leaves (this is well defined since d ≤ n
2

k ). Let T ′
3 be a defined analogously to T ′

i
in previous

proof. Let T = (T ′
3)

k

2 T3. Note that T has at most n′ leaves, and at most 2n′ = n nodes. Define
J2i−1 to be the leaves of (T ′

3)
i (1 ≤ i ≤ k

2 ), Jk be the leaves of T and let J2i be the parents of J2i+1

(0 ≤ i ≤ k

2 − 1).

Assume to the contrary that at most 1
4(n′d)

2

k+2 labels for the root and at most 1
8(n′d)

2

k+2 labels for
any other node are enough.

If the root has at most 1
4(n′d)

2

k+2 labels and each other node has at most 1
8(n′d)

2

k+2 labels, we can
prove the following claim, which is similar to the claim for case a.

9



Claim 3 For all odd i, there exists a set J ′
i
⊂ Ji which satisfies the following properties: 1. |J ′

i
| ≥ d

2 .
2. All vertices in J ′

i
have the same parent node. 3. T (i) ∩ D(J ′

i
) = ∅ (i.e. it is impossible to get from

the root of T to any of the nodes in the subset J ′
i

or any nodes in their sub-trees by concatenating at
most i routes).

For even i > 0, there exists a set J ′
i
⊂ Ji which satisfies the following properties 1. All vertices in J ′

i

have the same ancestor node z in Ji−1, i.e. they belong to a single T3 tree. 2. |J ′
i
| ≥ 1

2 |D({z})∩Ji| (i.e.
J ′

i
contains at least half of the leaves of some T3 tree). 3. T (i) ∩ D(J ′

i
) = ∅ (i.e. it is impossible to get

from the root of T to any of the nodes in the subset J ′
i

or any nodes in their sub-trees by concatenating
at most i routes).

Proof: By induction. For the basis i = 1 we calculate the size of J1. The size of J0 is more than

1
2( n

′

d
k

2

)
2

k+2 , hence |J1| > d

2( n
′

d
k

2

)
2

k+2 = (n′d)
2

k+2

2 . Since the root has at most (n′d)
2

k+2

4 labels, at least half

of J1 do not have a route to them or to their sub-tree. By the pigeon-hole principle, there is a node in
J0 who has at least d

2 such children.
For odd i, we use the claim given for the even number i−1 in the inductive step; Consider J ′

i−1, the
set of leaves in Ji−1 that each of them is not reachable by a concatenation of i − 1 routes starting from

the root. The root of their common T3 sub-tree has at most (n′d)
2

k+2

8 labels. Since |Ji ∩ D(J ′
i−1)| >

d

4( n′

d
k

2

)
2

k+2 , at least half of the children of J ′
i−1 are not reachable from the root by concatenating i routes

(since their direct parents are not reachable by concatenating i − 1 routes). Hence there exists a set of
at least d

2 such nodes in Ji that share a parent node.
For even i, we use the claim for the odd number i − 1 for the inductive step. J ′

i−1 is the set of d

2
nodes in Ji−1 that share a parent and none of them is reachable by concatenating i − 1 routes starting

from the root. Let x be their parent and J̃i their successors in Ji. The node x has at most (n′
d)

2
k+1

8

labels and |J̃i| > d

4( n
′

d
k

2

)
2

k+2 . Since the nodes in J ′
i−1 do not have a path from the root which is a

concatenation of at most i − 1 routes, in order to have a path from the root which is a concatenation of
i routes, each node in J̃i needs to have a route from x. At least half of J̃i do not have a path from the
root which is a concatenation of i routes. By the pigeon-hole principle, there exists a T3 tree rooted at
some node in J ′

i−1 in which at least half of the leaves do not have a path.

Using the claim for i = k we get that there exists a leaf of T which is not reachable from the root
by concatenating k routes. Contradiction.

Case c: Lower bound for odd k, d ∈ [n
1

k+1 , n
2

k+1 ]

Let T4 be a maximum complete binary tree with at most n

2
k+1

d
leaves (note that this value is larger or

equal 1). Let T ′
4 be defined analogously to T ′

1. Let T = (T ′
4)

k+1

2 . The proof for this tree is very similar
to the previous proof.

Case d: Lower bounds for other cases.
For the two other cases we need to prove that at least d labels are necessary for some node. It is clear
that a node of degree d has at least d labels, either because of paths starting at it, or paths passing

through it. Hence the lower bound for even k and d ≥ n
2

k and for odd k and d ≥ n
2

k+1 are immediate
from any tree where some node has degree d.

7 Results in the different models

In this section we show several corollaries which adapt the basic algorithm to give an all-to-all path
layout in general tree network fors the Trainet Model, and for directed tree networks in the MPLS
model.

10



The special properties of the Trainet model allow us construct an all-to-all path layout with no extra
cost.

Claim 4 Given a bidirectional tree. In the Trainet model, it is possible to build a k-hop all-to-all path
layout with the same vertex load as a k-hop one-to-all path layout in the same model.

Proof: Given a tree, we fix one node x as root, and use the basic algorithm to build an one-to-all path
layout. Consider all nodes Y for which a switch path was defined from x to them. We construct an
all-to-one 1-hop path layout to all vertices of Y . This increases the maximum vertex load by at most
Y , see Claim 7. Therefore we do not change the order of size of the label-table since each node gets
at most Y new labels, and x had Y labels in the first-place. Given two nodes v and u we show how to
concatenate at most k routes in order to get from v to u. Let y ∈ Y by a node such that there exists a
concatenation of at most k−1 switch paths leading from y to u. Such a path exists due to the following:
The output of the algorithm gives a set of switch paths, such that a concatenation of at most k of them
leads from x to any node. Y is the set of nodes that are one hop away from x. This means that all nodes
are at most k − 1 hops away from some node in Y . If the concatenation of the one-hop path from v to
y and the k − 1-hop path from y to u is simple (no cycles) we are done. Otherwise, let y ′ be the lowest
common ancestor of u and v. Clearly y is an ancestor of y ′. We use the prefix (v to y′) of the path from
v to y, and the suffix (from y′ to u) of the (at most) k − 1-hop path from y to u. This is possible in the
Trainet model and gives the desired result.

In the MPLS model, it is also possible to extend the reachability with no extra cost. This can be
done in the directed rooted tree.

Claim 5 Given a directed tree, in the MPLS model it is possible to build a k-hop all-to-all path layout
using label-tables of the same size as are used for a k-hop one-to-all path layout in the same model.

Proof: In the MPLS model suffixes of switch paths may be used as routes. A suffix of a concatenation
of at most k routes is a concatenation of at most k routes as well, and may be used as a k-hop path in
the MPLS model.

8 Conclusions

We have given tight bounds on the one-to-all path layout in trees. This leaves several open questions.
Is it possible to give tight bounds for general graphs? Is it possible to give tight bounds for the all-to-all
path layout? Note that for the Trainet model this paper gives a tight bound for the all-to-all path layout,
but the same question for the MPLS and ATM models is still open.
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A Appendix

A.1 One-hop path layout

Claim 6 In the ATM model, A 1-hop all-to-one path layout in a tree network (or any other network)
requires a vertex load of at most n − 1 labels, and is equal to this number in some networks.

Proof: In the ATM model each route (which is a pair of a source and a destination) requires a virtual-
path and hence a label is needed. Defining all shortest paths to r as virtual paths, results in a maximum
vertex load of n−1 (the vertex load is at most n−1 since there are n−1 paths). In a network which is
a path on n vertices, mark the last vertex in the path as the designated vertex r. The vertex just before
the r on the path has vertex load n − 1.

Claim 7 In the MPLS model, and in the Trainet model, a 1-hop all-to-one path layout in a tree network
requires a vertex load of exactly 1 label.

Proof: Consider the induced tree that is rooted towards r. Consider the switch-paths from all leaves to
r. All those paths starting at a certain node v can be labeled by the same label L(v) due to the merging
capability of labels. In other words, every node v in the graph requires a single label to describe its path
to the root r.

Next we consider the general all-to-all path layout.

Claim 8 In the ATM model, a 1-hop all-to-all path layout in any tree network requires a vertex load of
Θ(n2) labels.

Proof: Every pair of a source and a destination requires a virtual-path and correspondingly a label.
Hence O(n2) is enough. To show a vertex which achieves such load, we recall a well known fact about
trees: In every tree there exists an articulation node z whose removal allows to partition the nodes into
two forests, each of which contains Ω(n) nodes. Since a virtual path is required for each pair of nodes
that are not in the same forest, and each such path passes through z, z has Ω(n2) labels.

Claim 9 In the MPLS model, a 1-hop all-to-all path layout in a tree network requires vertex load of
exactly n − 1 labels.

Proof: It is clear that every node needs at least n − 1 labels for the different n − 1 destinations. For
every vertex, u, in the tree, consider the rooted tree directed towards u. We have n such trees. By Claim
7 the all-to-one path layout to the root u requires one label at each node. Hence every node needs to
store exactly n − 1 labels.

Claim 10 In Trainet Model, let F denote the set of leaves in a tree network. A 1-hop all-to-all path
layout in this tree network requires vertex load of |F | labels.

Proof: Let r be a non-leaf vertex. The vertex r needs routes to all leaves, those are all routes outgoing of
r in different directions, and hence at least |F | labels are required. To show that |F | labels are enough,
for every leaf f , we build a path layout all-to-one, where f is the designated vertex. By Claim 7 this
path layout requires one label, and we have f such trees. Hence in total we get a vertex load of |F |. It
is left is to show that any shortest path route between two vertices can be described by this path layout.
Consider a pair u and v. Root the tree from u outwards. If v if a leaf then let v ′ = v. Otherwise there
exists a leaf that is a descendant of v in the rooted tree. Denote this leaf by v ′. The route of u to v is
a sub-path of the Trainet switch-path between u to v ′. Hence all pair paths are induced from the above
path layout in Trainet Model, with no need in extra labels.
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A.2 An Improved upper bound for the Trainet model

We show how to get the upper bound in the Trainet model even if k is not a constant. This can be done
by giving one node labels during at most two phases instead of all Θ(k). We would like to make sure
that once a node gets a label (while defining switch-paths) for phase i, in the next phase it is a root of a
tree of type i + 1, and in the phase after that (if exists), it is not included in a tree of type i + 2.

It requires the following two changes: 1. While decomposing a tree of type i, Ti, into trees of type
i + 1, the basic algorithm leaves a remainder of Ti which becomes a tree of type i + 1. Instead, we
define a switch-path from the root of Ti to all its children in the remainder, and each of them becomes
a tree of type i + 1. This adds at most d labels to the root, and at most one to any other node. In all
cases, Fk(n, d) = Ω(d) and adding those paths is possible.

2. Consider a node v which received some label in a tree of type i, such that i is not the last type,
and there exist also trees of type i+1. Let q be the number of switch-paths that need to be concatenated
to get to the roots of type i + 1. Since v got a label, there exists a prefix of the concatenation of paths
which contains q switch-paths that connects the main root with v. A prefix may be used as a route in
this model and hence, v can be defined to be a type i + 1 root. We mark all nodes that get a label, and
define each of them to be a root of a tree of type i + 1. This may result in smaller trees of type i + 1.
In terms of running time, the marking can be done during the DFS, and determining the trees of type
i + 1 can be done in another search.
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