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#### Abstract

Online scheduling with a buffer is a semi-online problem which is strongly related to the basic online scheduling problem. Jobs arrive one by one and are to be assigned to parallel machines. A buffer of a fixed capacity $K$ is available for storing at most $K$ input jobs. An arriving job must be either assigned to a machine immediately upon arrival, or it can be stored in the buffer for unlimited time. A stored job which is removed from the buffer (possibly, in order to allocate a space in the buffer for a new job) must be assigned immediately as well. We study the case of two uniformly related machines of speed ratio $s \geq 1$, with the goal of makespan minimization.

Two natural questions can be asked. The first question is whether this model is different from standard online scheduling, that is, is any size of buffer $K>0$ already helpful to the algorithm, compared to the case $K=0$. The second question is whether there exists a constant $K$, so that a larger buffer is no longer beneficial to an algorithm, that is, increasing the size of the buffer above this threshold would not change the best competitive ratio further. Previous work $[15,19,5]$ shows that in the case $s=1$, already $K=1$ allows to design a $\frac{4}{3}$-competitive algorithm, which is best possible for any $K \geq 1$, whereas the best possible ratio for $K=0$ is $\frac{3}{2}$. Similar results have been show for multiple identical machines [5].

We answer both questions affirmatively, and show that a buffer of size $K=2$ is sufficient to achieve the a competitive ratio which matches the lower bound for $K \rightarrow \infty$ for any $s>1$. In fact, we show that a buffer of size $K=1$ can evidently be exploited by the algorithm for any $s>1$, but for a range of values of $s$, it is still weaker than a buffer of size 2 . On the other hand, in the case $s \geq 2$, a buffer of size $K=1$ already allows to achieve optimal bounds.


## 1 Introduction

Scheduling of jobs arriving one by one (also called over list) is a basic model in online scheduling [18]. The system consists of a set of processors that can process a sequence of arriving jobs. Each job $j$, which has a processing time $p_{j}$ associated with it (also called size), needs to be assigned to a processor upon arrival. The processors are uniformly related, in the sense that a processor $i$ had a speed $s_{i}$, and the time to process job $j$ on machine $i$ is $\frac{p_{j}}{s_{i}}$. The completion time, or load, of a machine is the total time needed to process the jobs assigned to it (i.e., the total processing time, divided by the speed), and the goal is to minimize the maximum load of any machine, also called the makespan.

We consider online algorithms. For an algorithm $\mathcal{A}$, we denote its cost by $\mathcal{A}$ as well. An optimal offline algorithm that knows the complete sequence of jobs in advance, as well as its cost are denoted by opt. In this paper we consider the (absolute) competitive ratio. The competitive ratio of $\mathcal{A}$ is the infimum $\mathcal{R}$ such that for any input, $\mathcal{A} \leq \mathcal{R}$. OPT. If the competitive ratio of an online algorithm is at most $\mathcal{C}$, then we say that it is $\mathcal{C}$-competitive.

This model is strict in the sense that decisions need to be done without sufficient information on the future. Lower bounds on the competitive ratio already for identical speed machines $[10,1,11]$ often make use of one large job that arrives when the assignment is very balanced, for that, the exact assignment of all

[^0]jobs which arrived so far must be fixed. A natural way to possibly overcome this is the usage of lookahead. This means that the scheduler needs to assign a job while seeing a prefix of the future jobs in the sequence, where the prefix is of some fixed length $\ell \geq 1$. It is not difficult to see, however, that for any constant $\ell$, lookahead is not useful, since it is possible to augment the sequence by many jobs of size zero.

Several semi-online models, which allow the usage of various types of information on future jobs, have been introduced. Some relevant models are as follows. Zhang and Ye [20] studied a model, in which it is known in advance that the largest job is last, and the scheduler is notified when this last job arrives (see also [9]). Some models assume a priori knowledge on the input already in the beginning of the input sequence, such as the total size of all jobs [15, 2, 3], bounds on possible job sizes [14], the cost of an optimal schedule [4, 6], or other properties of the sizes, e.g., an arrival in a sorted order [13, 17, 7].

The variant we study in this paper is one where the scheduler is given a constant length buffer, that can be used for temporary storage of jobs. Specifically, let $K \geq 1$ be an integer. The buffer may contain up to $K$ jobs at any time. Upon arrival of a job, the scheduler can do one of the following actions. The first one is assignment of the new job to a machine. The second one is removal of a job from the buffer, and the assignment of this removed job to some machine. This latter action can be repeated several times without additional arrivals of jobs. The last action is the insertion of the new job into the buffer, if it was not assigned to a machine. This can be done if the buffer contains at most $K-1$ jobs at this time. Thus, at every time there may be at most $K+1$ jobs which arrived already, but not were assigned yet.

This model was first studied for the case of two identical speed machines by Kellerer et al. [15], and by Zhang [19]. In both papers, an algorithm of competitive ratio $\frac{4}{3}$, which uses $K=1$ was designed. It was shown in [15] that this competitive ratio is best possible for any $K>1$, that is, using a larger buffer cannot be beneficial. Note that for $K=0$, and identical machines, the best possible competitive ratio is $\frac{3}{2}$ [12, 10]. We compare our results with the case $K=0$ and $s>1$ (see [8]). In this case, the tight competitive ratio is $\frac{2 s+1}{s+1}$ if $s \leq \frac{\sqrt{5}+1}{2} \approx 1.618$, and $\frac{s+1}{s}$ if $s \geq \frac{\sqrt{5}+1}{2}$.

The case of $m$ related machines was studied by Englert, Özmen and Westermann [5]. They designed a $2+\varepsilon$-competitive algorithm with a buffer size of $m$. In the same paper, [5], the case of $m$ identical speed machines was studied extensively, and tight bounds on the competitive ratio for every value of $m$ were found. These bounds are achievable with a buffer of size $\Theta(m)$ (see also [16], for previous results on the case of multiple identical speed machines).

In this paper, we consider two related machines. We denote the speed ratio between the speeds of the two machines by $s \geq 1$, and assume without loss of generality that the speed of the first machine (also called the slow machine) is 1 , and the speed of the second machine (also called the fast machine) is $s$. The number of jobs (which is unknown until all jobs have arrived) is denoted by $n$.

We introduce some notations. Time $t$ is considered to be the time at which the $t$-th jobs has arrived, but was not considered yet. We define $P_{t}$ to be the total size of all jobs that have arrived by that time, that is, of the first $t$ jobs $P_{t}=\sum_{j=1}^{t} p_{j}$. We denote the cost (i.e., makespan) of an optimal schedule for the subsequence of the first $i$ jobs (that is, of the first $i$ jobs, without leaving any jobs in the buffer) by $\mathrm{OPT}_{i}$. We have $\mathrm{OPT}=\mathrm{OPT}_{n}$. Let $M_{i}=\max _{1 \leq j \leq i} p_{j}$.

We use the following lower bounds on $\mathrm{OPT}_{i}$. The standard lower bounds are $\mathrm{OPT}_{i} \geq \frac{M_{i}}{s}$ and $\mathrm{OPT}_{i} \geq$ $\frac{P_{i}}{s+1}$. We let $L B_{i}^{1}=\frac{M_{i}}{s}$ and $L B_{i}^{2}=\frac{P_{i}}{s+1}$.

A third lower bound which is useful in some cases is developed as follows. Let $1 \leq m(i) \leq i$ be such that $p_{m(i)}=M_{i}$. Let $M_{i}^{\prime}=\max _{1 \leq j \leq i, j \neq m(i)} p_{j}$. If both jobs of sizes $M_{i}$ and $M_{i}^{\prime}$ (which are the two largest jobs in the sequence) are assigned to the same machine, then $\mathrm{OPT}_{i} \geq \frac{M_{i}+M_{i}^{\prime}}{s}$. Otherwise, at least one of them is assigned to the first machine and so $\mathrm{OPT}_{i} \geq \min \left\{M_{i}, M_{i}^{\prime}\right\}=M_{i}^{\prime}$. Therefore, we let $L B_{i}^{3}=\min \left\{M_{i}^{\prime}, \frac{M_{i}+M_{i}^{\prime}}{s}\right\}$. Since in most cases the first two lower bounds are sufficient, we let $L B_{i}=$
$\max \left\{L B_{i}^{1}, L B_{i}^{2}\right\}$.
We let $L_{1}^{i}$ and $L_{2}^{i}$ denote the total processing time (on the relevant machine) of jobs assigned to the first machine and second machine, respectively, at time $i$, that is, after $i$ jobs have arrived, but before the $i$-th job was dealt with. The completion times of these machines at that time are $L_{1}^{i}$ and $L_{2}^{i}$. Note that the final cost of an algorithm is not computed using just the loads at the $n+1$-th time, $L_{1}^{n+1}$ and $\frac{L_{2}^{n+1}}{s}$, but we need to take into account the assignment to machines of the jobs stored in the buffer.

We show that the best possible competitive ratio for an arbitrary value of $K$ is $\frac{(s+1)^{2}}{s^{2}+s+1}$ for $1<s \leq \frac{\sqrt{5}+1}{2}$, $\frac{s^{2}}{s^{2}-s+1}$ for $\frac{\sqrt{5}+1}{2} \leq s \leq 2$ and $\frac{s+2}{s+1}$ for $s \geq 2$. These competitive ratios are achievable already for $K=2$, and in the case $s \geq 2$, even for $K=1$. We shed some light of the case $K=1$ for $s<2$, in particular, we give tight bounds of $\frac{s+2}{s+1}$ on the competitive ratio for $\sqrt{2} \leq s<2$ and $K=1$, and relatively close bounds for $1<s<\sqrt{2}$. Thus we show that a buffer of size $K=1$ allows to get reduced competitive ratio compared to the case $K=0$, for any $s>1$.

## 2 Algorithms for the case $K=1$

We start with the case where the buffer has a single slot. Note that if an algorithm can use a buffer of size $K>0$, the algorithm is forced to assign some job only after $K+1$ jobs have arrives.

### 2.1 A simple algorithm

The first arriving job can be stored in the buffer until a second job arrives. Upon the arrival of a second job, either the job in the buffer or the new job should be assigned. The algorithm keeps one job in the buffer at all times (possibly replacing this job with the new arriving job), as long as jobs keeps arriving. At the time when it is known that no further jobs will arrive, the job in the buffer must be assigned. The following algorithm always stores a job of largest size in the current input in the buffer, that is, at time $i+1$, a job of size $M_{i}$ is in the buffer. The algorithm uses a parameter $C(s)>1$.
Algorithm Largest-Last (LL)

1. Store the first job in the buffer. Let $L_{2}^{1}=L_{2}^{2}=0, P_{1}=p_{1}$ and $M_{1}=p_{1}$.
2. For each arriving job of index $t$ act as follows.
2.1. Let $P_{t}=P_{t-1}+p_{t}, M_{t}=\max \left\{M_{t-1}, p_{t}\right\}$. Consider the new job of index $t$ and the job in the buffer. Let $X_{t} \geq Y_{t}$ be their sizes. Store the job of size $X_{t}$ in the buffer.
2.2. If $L_{t}^{1}+Y_{t} \leq C(s) \cdot L B_{t}$ then assign the job of size $Y_{t}$ to the first machine and let $L_{t+1}^{1}=L_{t}^{1}+Y_{t}$, $L_{t+1}^{2}=L_{t}^{2}$. Otherwise assign it to the second machine and let $L_{t+1}^{1}=L_{t}^{1}, L_{t+1}^{2}=L_{t}^{2}+\frac{Y_{t}}{s}$.
3. The last job which remains in the buffer is assigned to the second machine.

We analyze the algorithm for $1<s<\sqrt{2}$. Note that in this range, $\frac{(s+1)^{2}}{s^{2}+s+1}<\frac{2(s+1)}{s+2}<\frac{s+2}{s+1}$.
Theorem 1 Algorithm LL with the parameter $C(s)=\frac{2(s+1)}{s+2}$ has a competitive ratio of $C(s)$ for any $1<s \leq \sqrt{2}$. No other choice of parameter $C(s)$ can lead to a smaller competitive ratio.

Proof. We prove the upper bound first. Assume that the statement is not true. We consider a minimal counter example (in terms of the number of jobs), and assume by scaling that OPT $=1$. Note that by the definition of the algorithm, assigning a job to the first machine can never cause the algorithm to violate the competitiveness, thus we assume that the final load of the second machine exceeds $\frac{2(s+1)}{s+2}$, i.e., the total size of jobs assigned to it exceeds $\frac{2 s(s+1)}{s+2}$. No job has size of more than $s$, therefore, at least two jobs were
assigned to the second machine. Let $Z$ be the last job ever assigned to the second machine by Step 2. We consider two cases.

If $Z$ is assigned to the second machine at a time when the job of size $X_{n}$, which is the last job assigned to the second machine, did not arrive yet. Since $Z$ is assigned by step 2, there exists a time at which a job of size $X_{t}$ is stored in the buffer, and $Z$ is the job of size $Y_{t}$ which is going to be assigned. At this time, $L_{t}^{1}+Y_{t}>\frac{2(s+1)}{s+2} L B_{t}$, and $L B_{t} \geq \frac{P_{t}}{s+1}$, where $P_{t}=L_{t}^{1}+s L_{t}^{2}+Y_{t}+X_{t}$. Since the job of size $X_{n}$ arrives later, we have $P_{n} \geq P_{t}+X_{n}$.

The total size of jobs assigned to the second machine is $s L_{t}^{2}+Y_{t}+X_{n}=P_{t}-L_{t}^{1}-X_{t}+X_{n}<$ $P_{t}-X_{t}+X_{n}-\frac{2(s+1)}{s+2} L B_{t}+Y_{t} \leq P_{t}+X_{n}-\frac{2 P_{t}}{s+2}=\frac{s}{s+2} P_{t}+X_{n} \leq \frac{s}{s+2} P_{n}+\frac{2}{s+2} X_{n} \leq \frac{s(s+1)}{s+2} L B_{n}+$ $\frac{2 s}{s+2} L B_{n}=\frac{s^{2}+3 s}{s+2} \mathrm{OPT}<\frac{2 s(s+1)}{s+2}$.

If $Z$ is assigned to the second machine at a time when $X_{n}$ is already present in the buffer. We assume that $Z$ is the job of size $Y_{n}$. Otherwise, if $Z$ is the job of size $Y_{t}$ for some $t<n$, then we get that after the assignment of this job, at least one job is assigned to the first machine, but the final load of the second machine is $\frac{s L_{t}^{2}+Y_{t}+X_{n}}{s}$. Therefore, removing the jobs of sizes $Y_{t+1}, \ldots, Y_{n-1}$ results in a smaller example in which the second machine has the same load, i.e., a smaller counter example. Since $Z$ is assigned to the second machine, we have $L_{n}^{1}+Y_{n}>\frac{2(s+1)}{s+2} L B_{n}$ and since this is a counter example, then $s L_{n}^{2}+Y_{n}+X_{n}>\frac{2 s(s+1)}{s+2} \geq \frac{2 s}{s+2} P_{n}$. Taking the sum and using $L B_{n} \geq \frac{P_{n}}{s+1}$, we get $P_{n}+Y_{n}>\frac{2 s+2}{s+2} P_{n}$ and $X_{n} \geq Y_{n}>\frac{s}{s+2} P_{n}$. On the other hand, $P_{n} \geq L_{n}^{1}+Y_{n}+X_{n}>\frac{2}{s+2} P_{n}+\frac{s}{s+2} P_{n}=P_{n}$, which leads to a contradiction.

We next prove that the analysis of the performance is tight, and that using a different parameter cannot reduce the competitive ratio. Using $C(s)<1$ implies a competitive ratio of at least $\frac{s+1}{s}$, as follows. Consider a sequence which contains two jobs of sizes 1 and $s . L B_{2}=1$, and therefore $L L$ assigns both jobs to the second machine. If $C(s) \geq 1$, the sequence consists of four jobs, of sizes $2-s^{2}, s, s^{2}+s, s^{2}+s$. An optimal assignment of these jobs is to assign the first job to the first machine, the second job to the second machine, and one additional job to each machine. This gives a makespan of $s+2$. Note that $L B_{2} \geq 1$ and $L B_{3} \geq 2$. Since $2-s^{2}<1<s$, and $2-s^{2}+s<2$, both the first job and the second job are assigned to the first machine. If at least one additional job is assigned to the first machine, it achieves the load $2 s+2$. Otherwise, the second machine achieves a load of $2 s(s+1)$.

Note that it is possible to prove that this algorithm has a competitive ratio of at most $\frac{s+2}{s+1}$ for any $\sqrt{2} \leq s \leq 2$, using $C(s)=\frac{s+2}{s+1}$. We omit the proof since we present an additional algorithm later, whose competitive ratio is $\frac{s+2}{s+1}$ for any $s \geq 1$.

We have showed that a buffer of size $K=1$ reduces the competitive ratio compared with the best bound for the case $K=0$, for which the best competitive ratio is $\frac{2 s+1}{s+1}$.

### 2.2 A second algorithm

We let $C_{1}(s)=\frac{s+2}{s+1}$. We define an additional algorithm, which is optimal in some cases stated below.
Algorithm Small-Large (SL)

1. Store the first job in the buffer. Let $L_{2}^{1}=L_{2}^{2}=0, P_{1}=p_{1}$ and $M_{1}=p_{1}$.
2. For each arriving job of index $t$ act as follows.
2.1 Let $P_{t}=P_{t-1}+p_{t}, M_{t}=\max \left\{M_{t-1}, p_{t}\right\}$. Consider the new job of index $t$ and the job in the buffer. Let $X_{t} \geq Y_{t}$ be their sizes.
2.2 If $L_{t}^{1}+Y_{t} \leq C_{1}(s) \cdot L B_{t}$ then assign the job of size $Y_{t}$ to the first machine and store the job of size $X_{t}$ in the buffer, and let $L_{t+1}^{1}=L_{t}^{1}+Y_{t}, L_{t+1}^{2}=L_{t}^{2}$. Otherwise assign the job of size $X_{t}$ it to the second machine and store the job of size $Y_{t}$ in the buffer, and let $L_{t+1}^{1}=L_{t}^{1}, L_{t+1}^{2}=L_{t}^{2}+\frac{X_{t}}{s}$.
3. The last job which remains in the buffer is assigned as follows. Let $n$ be the total number of jobs. Assign the job which is still in the buffer to the first machine if the resulting load would not exceed $C_{1}(s) \cdot L B_{n}$, and otherwise assign it to the second machine.

Theorem 2 Algorithm $S L$ has a competitive ratio of at most $C_{1}(s)$ for all $s \geq 1$. This is best possible for any $s \geq 2$ and any $K \geq 1$, and best possible for $\sqrt{2} \leq s<2$ and $K=1$.

Proof. We prove the upper bound first. Assume that the statement is not true. We consider a counter example, and scale it so that the cost of an optimal solution for this sequence is $s+1$. Clearly, in the optimal solution the load of the first machine is at most $s+1$, and the load of the second machine is at most $s(s+1)$, and the total size of jobs in the sequence is at most $(s+1)^{2}$. Let $A$ denote the job which is assigned last, i.e. the job remaining in the buffer after all jobs have arrived. We consider a specific optimal schedule.

Note that by the definition of the algorithm, assigning a job to the first machine would never cause the algorithm to violate the competitiveness, thus we assume that the final load of the second machine, after all jobs have been assigned, is more than $C_{1}(s)(s+1)=s+2$. Therefore, the final load of the first machine is less than $(s+1)^{2}-s(s+2)=1$. Let $Z$ denote the job which is assigned last to the second machine (and its size), $Z$ can either be the job $A$, or a different job. We next prove that $Z>s+1$. Let $a$ be the load of the first machine at the time in which $Z$ is assigned to the second machine. Then $a<1$ since it cannot exceed the final load of the first machine. Since $Z$ is assigned to the second machine, $a+Z>\frac{s+2}{s+1} L$, where $L$ is the value of the lower bound at the time of assignment. Using the second lower bound, since the total size of jobs assigned to the second machine exceeds $s(s+2), L \geq \frac{a+s(s+2)}{s+1}$ at this time, it follows that $a+Z>\frac{s+2}{s+1} \frac{a+s(s+2)}{s+1}$, from which we get (by using $a<1$ ), $(s+1)^{2} Z>$ $(s+2) a-(s+1)^{2} a+s(s+2)^{2}=s(s+2)^{2}-\left(s^{2}+s-1\right) a>s(s+2)^{2}-\left(s^{2}+s-1\right)=(s+1)^{3}$, which implies $Z>s+1$.

Let $U$ be the job, which is assigned to the slow machine in the optimal schedule, and is assigned last to the second machine by the algorithm. If there is not such job, the total size of jobs assigned to the second machine cannot exceed $s(s+1)$, which would be a contradiction. Moreover, $U$ and $Z$ are different jobs, since $U \leq s+1$ and $Z>s+1$, furthermore, $U$ and $A$ are different jobs, since if $A$ is assigned to the second machine, then $A$ and $Z$ are the same job. It follows that $U$ is assigned to the second machine at some step $t$, while an additional job is present in the buffer. Since $U$ is assigned to the second machine, $U$ is the job of size $X_{t}$, and there exists a job of size $Y_{t} \leq X_{t}$ which is stored in the buffer at this time. At the termination time of the algorithm, the total size of jobs assigned to the second machine is more than $s(s+2)$, but for the optimal solution it is at most $s(s+1)$. Therefore, a total size of more than $s$ must be caused by jobs which are assigned to the first machine in the optimal solution, and therefore, just after the assignment of $U$ to the second machine, its load $L_{t+1}^{2}$, satisfies $L_{t+1}^{2}>1$. The load of the first machine at the same time satisfies $L_{t+1}^{1}<1$, since the final load of the first machine is less than 1 . Note that $L_{t+1}^{1}+Y_{t}=L_{t}^{1}+Y_{t}>\frac{s+2}{s+1} L B_{t} \geq \frac{s+2}{s+1} \frac{L_{t}^{1}+Y_{t}+s}{s+1}$ must hold, otherwise the job of size $Y_{t}$ would be assigned to the first machine at the time of arrival of the $t$-th job, instead of assigning the job of size $X_{t}$ to the second machine. From this inequality we get that $L_{t}^{1}+Y_{t}>\frac{s(s+2)}{s^{2}+s-1}>1$.

We next prove that starting this time, at each time $t^{\prime}>t$ (the time just after the $t^{\prime}-1$-th job has been assigned), the buffer contains a job of size $b_{t^{\prime}} \leq s+1$, which satisfies $L_{t^{\prime}}^{1}+b_{t^{\prime}}>1$. We prove this by induction. Consider the $t^{\prime}$-th job, which has size $p_{t^{\prime}}$. If $p_{t^{\prime}}<b_{t^{\prime}} \leq s+1$ then there are two options. If the smaller job is assigned to the first machine, the job in the buffer is not replaced and $L_{t^{\prime}+1}^{1}+b_{t^{\prime}}>$ $L_{t^{\prime}}^{1}+b_{t^{\prime}}>1$, and otherwise, the job of size $p_{t}$ is stored in the buffer, and similarly to the above argument, $L_{t^{\prime}}^{1}+p_{t^{\prime}}>\frac{s+2}{s+1} L B_{t^{\prime}}>\frac{s+2}{(s+1)^{2}}\left(L_{t^{\prime}}^{1}+p_{t^{\prime}}+s\right)$, and $L_{t^{\prime}}^{1}+p_{t^{\prime}}>1$. If $p_{t^{\prime}} \geq b_{t^{\prime}}$, then we claim that the job in the buffer is not replaced. If it is replaced, then this means that it was assigned to the first machine, but this would result in a load larger than 1 , and we assume that this never happens. We have proved that the last
job which is stored in the buffer has size of at most $s+1$, but it is not assigned to the first machine, since its assignment to the first machine would result in a load larger than 1 . Therefore this last job is $Z$. However, we showed that this job has size larger than $s+1$, which is a contradiction.

We next prove lower bounds for cases where $s \geq \sqrt{2}$. Note that $\frac{s+2}{s+1} \leq s$ holds for $s \geq \sqrt{2}$.
To prove a lower bound for $s \geq 2$, let $K \geq 1$ be an arbitrary integer size of buffer. The sequence starts with many very small jobs of size $\varepsilon>0$, of total size $1+K \varepsilon$. Denote the loads of first and second machines, respectively, after the arrival of these jobs by $\alpha$ and $\beta$, where $\alpha+\beta \geq 1$. The cost of an optimal solution at this moment is $\frac{1+K \varepsilon}{s+1}$.

If $\beta \geq \frac{s}{s+1}$, one further job of size $s$ arrives. The cost of an optimal solution is no larger than $1+K \varepsilon$. The cost of the resulting solution got is at least $\min \left\{\alpha+s, \frac{\beta+s}{s}\right\} \geq \min \left\{s, \frac{s+2}{s+1}\right\}=\frac{s+2}{s+1}$. Letting $\varepsilon$ tend to zero implies the lower bound in this case.

Consider next the case where $\alpha>\frac{1}{s+1}$. Two further jobs arrive, with the sizes $Y=(s+1) \alpha$, and $X=s Y-1=s(s+1) \alpha-1$. Note, that $X-Y=(s-1) Y-1=(s-1)(s+1) \alpha-1>s-2 \geq 0$, i.e., $X>Y$. The cost of an optimal solution is at most $Y+K \varepsilon$, since we can create a solution which assigns the job of size $Y$ and a total size of very small jobs of $K \varepsilon$ to the first machine, and all other jobs to the second machine. If at least one of the two big jobs is assigned to the first machine, then the makespan is at least $\alpha+(s+1) \alpha=(s+2) \alpha$, otherwise both of them are assigned to the second machine, and its load will be $\beta+X+Y \geq 1-\alpha+(s+1) \alpha+s(s+1) \alpha-1=s(s+2) \alpha$, thus in both cases, the makespan is at least $(s+2) \alpha$, and the statement follows by letting $\varepsilon$ tend to zero.

We next prove a lower bound for the case $\sqrt{2} \leq s \leq 2$ and $K=1$. This lower bound does not hold for larger values of $K$. The first two jobs have sizes 1 and $s+1$. At this time, since $K=1$, one job must be assigned. There are four cases.

If the first job is assigned to the first machine, a third job of size $s^{2}+s-1$ arrives. An optimal solution assigns the second job to the first machine, and the other jobs to the second machine, and has a makespan of $s+1$. If at least one additional job is assigned by the algorithm to the first machine, we get a makespan of at least $\min \left\{s+2, s^{2}+s\right\}$, which gives a competitive ratio of at least $\min \left\{\frac{s+2}{s+1}, s\right\}=\frac{s+2}{s+1}$. Otherwise, the makespan is at least $\frac{1}{s}\left(s^{2}+2 s\right)=s+2$ as well, which proves the lower bound in this case.

If the second job is assigned to the second machine, a third job of size $(s+1)^{2}$ arrives. At this time, the cost of an optimal solution is $\frac{(s+1)^{2}}{s}$, by assigning the last job to the second machine, and the other jobs to the first machine, and since $s+2 \leq \frac{(s+1)^{2}}{s}$. The competitive ratio is at least $1+\frac{s+1}{(s+1)^{2}}=1+\frac{1}{s+1}=\frac{s+2}{s+1}$, if the last job is assigned to the second machine, and at least $s$ otherwise.

If the second job is assigned to the first machine, no further jobs arrive. The cost of an optimal solution is at most $\frac{s+1}{s}$, by using the solution which assigns the first job to the first machine, and the second job to the second machine. The cost of the algorithm is $s+1$. The competitive ratio is $s$.

If the first job is assigned to the second machine, no further jobs arrive. If the second job is assigned to the first machine, we get the previous case again. Otherwise, we get a makespan of $\frac{s+2}{s}$, and a competitive ratio of at least $\frac{s+2}{s+1}$.

Note that the last lower bound construction can be used for the interval $s \in(1, \sqrt{2})$, and yields a lower bound of $s$.

## 3 Tight bounds for $K \geq 2$

We have shown that using a buffer of size 1 allows to design an algorithm of best possible competitive ratio for any $K \geq 1$, for $s \geq 2$. The same holds for $s=1$ by the results of [15, 19]

Therefore, we consider the case $1<s<2$, in this section, and design algorithms which use a buffer of size $K=2$, which have the best possible competitive ratio for $K \geq 2$.

Let $C_{2}(s)=\frac{(s+1)^{2}}{s^{2}+s+1}$, if $s \leq \frac{\sqrt{5}+1}{2}$, and if $\frac{\sqrt{5}+1}{2} \leq s<2, C_{2}(s)=\frac{s^{2}}{s^{2}-s+1}$. Note that $C_{2}(s)<\frac{4}{3}$ for $1<s<2$.

The algorithm always keeps the two biggest jobs seen so far in the buffer. In addition to $C_{2}(s)$, it uses a parameter $c_{2}(s)$ which is defined to be $\frac{s+1}{s^{2}}$ if $s \leq \frac{\sqrt{5}+1}{2}$, and otherwise, $\frac{1}{s^{2}-s}$. Note that since $s>1, c_{2}(s)$ is well defined and positive.

## Algorithm Three-Jobs (TJ)

Store the first job in the buffer. If the sequence stops, assign this job to the fast machine. Otherwise, store the second job in the buffer as well. Let $X_{2} \geq Y_{2}$ be the sizes of these two jobs and $P_{2}=X_{2}+Y_{2}$. In addition, let $L_{3}^{1}=L_{3}^{2}=0$.

For any arriving job of index $t \geq 3$ act as follows.

1. Let $P_{t}=P_{t-1}+p_{t}$.
2. Let $Z_{t} \leq Y_{t} \leq X_{t}$ be the sorted list of sizes $p_{t}, Y_{t-1}, X_{t-1}$. We have $L_{t}^{1}+s L_{t}^{2}+Z_{t}+Y_{t}+X_{t}=P_{t}$. The jobs of sizes $X_{t}$ and $Y_{t}$ become the contents of the buffer.
3. The job of size $Z_{t}$ is assigned as follows.
(a) If $Y_{t}>\left(C_{2}(s)-1\right) P_{t}$, then assign the job of size $Z_{t}$ to the second machine, let $L_{1}^{t+1}=L_{1}^{t}$ and $L_{2}^{t+1}=L_{2}^{t}+\frac{Z_{t}}{s}$.
(b) If $L_{t}^{1}+Y_{t} \geq c_{2}(s)\left(s L_{t}^{2}+Z_{t}\right)$, then assign the job of size $Z_{t}$ to the second machine, let $L_{1}^{t+1}=$ $L_{1}^{t}$ and $L_{2}^{t+1}=L_{2}^{t}+\frac{Z_{t}}{s}$.
(c) Otherwise assign the job of size $Z_{t}$ to the first machine, let $L_{1}^{t+1}=L_{1}^{t}+Z_{t}$ and $L_{2}^{t+1}=L_{2}^{t}$.

After all jobs have arrived, let $n$ be the number of jobs. We consider all four assignment of the remaining two jobs and choose the one with minimum makespan. Specifically, the four assignments are as follows. In the first assignment, the job of size $X_{n}$ is assigned to the fast machine and the job of size $Y_{n}$ to the slow machine. In the second assignment, the job of size $Y_{n}$ is assigned to the fast machine and the job of size $X_{n}$ to the slow machine. In the third assignment, both jobs are assigned to the fast machine and in the fourth assignment, both jobs are assigned to the slow machine.

We prove the following theorem.
Theorem 3 TJ has a competitive ratio of $C_{2}(s)$ for any $1<s<2$, which is best possible for any $K \geq 2$.
Proof. If the sequence consists of a single job, then the assignment is optimal. If it consists of two jobs, then all possible assignments are considered, which results in an optimal solution as well. We therefore assume that at least one job was assigned by Step 3.

Suppose that the statement is not true and consider an instance what violates it. We scale this instance so that the makespan of an optimal solution is 1 . Then in the optimal solution the total sizes of jobs assigned to the the first machine and second machine (respectively) are at most 1 and at most $s$. The total sum of the jobs is therefore at most $s+1$. By our assumption on the instance, the algorithm terminates with a makespan of more than $C_{2}(s)$. If the competitive ratio is violated, this means that either the first machine receives a total size of jobs of more than $C_{2}(s)$ or that the second machine receives a total size of jobs of at most $s C_{2}(s)$

We first claim that a makespan of more than $C_{2}(s)$ cannot be created as long as jobs are being assigned by Step 3. We consider three cases. If a job of size $Z_{t}$ is assigned in Step 3(a), then the total size of jobs in the buffer is at least $X_{t}+Y_{t} \geq 2 Y_{t} \geq 2\left(C_{2}(s)-1\right) P_{t}$. Assume that $L_{t+1}^{2}>C_{2}(s)$. We have $s L_{t+1}^{2}=s L_{t}^{2}+Z_{t} \leq P_{t}-X_{t}-Y_{t} \leq\left(3-2 C_{2}(s)\right) P_{t} \leq\left(3-2 C_{2}(s)\right) P_{n} \leq\left(3-2 C_{2}(s)\right)(s+1)$, which gives $\left(3-2 C_{2}(s)\right)(s+1)>s C_{2}(s)$, that is equivalent to $C_{2}(s)<\frac{3 s+3}{3 s+2}$. This is impossible for $1<s \leq \frac{\sqrt{5}+1}{2}$,
since $C_{2}(s)-1=\frac{s}{s^{2}+s+1}>\frac{1}{3 s+2}$, and for $\frac{\sqrt{5}+1}{2}<s<2$, since $C_{2}(s)-1=\frac{s-1}{s^{2}-s+1}>\frac{1}{3 s+2}$ for $s>\sqrt{\frac{3}{2}} \approx 1.225$.

If a job of size $Z_{t}$ is assigned in Step 3(b), then by the assignment condition, $c_{2}(s)\left(s L_{t}^{2}+Z_{t}\right) \leq$ $P_{t}-s L_{t}^{2}-Z_{t}-X_{t}$. Therefore $\left(c_{2}(s)+1\right)\left(s L_{t}^{2}+Z_{t}\right) \leq P_{t} \leq P_{n} \leq s+1$. Thus $s L_{t+1}^{2} \leq \frac{s+1}{c_{2}(s)+1}$. For $1<s \leq \frac{\sqrt{5}+1}{2}$, we get $\frac{s+1}{c_{2}(s)+1}=\frac{s^{2}(s+1)}{s^{2}+s+1} \leq \frac{s(s+1)^{2}}{s^{2}+s+1}=s C_{2}(s)$, and for $\frac{\sqrt{5}+1}{2}<s<2$, we have $\frac{s+1}{c_{2}(s)+1}=\frac{(s+1)\left(s^{2}-s\right)}{s^{2}-s+1}<\frac{s^{3}}{s^{2}-s+1}=s C_{2}(s)$.

If a job of size $Z_{t}$ is assigned in Step 3(c), then by the assignment condition, $L_{t}^{1}+Y_{t}<c_{2}(s)\left(P_{t}-L_{t}^{1}-\right.$ $\left.Y_{t}-X_{t}\right)$. Therefore, using $Z_{t} \leq Y_{t} \leq X_{t},\left(c_{2}(s)+1\right)\left(L_{t}^{1}+Z_{t}\right) \leq\left(c_{2}(s)+1\right)\left(L_{t}^{1}+Y_{t}\right) \leq c_{2}(s) P_{t} \leq$ $c_{2}(s) P_{n} \leq c_{2}(s)(s+1)$. Thus $L_{t+1}^{1} \leq \frac{c_{2}(s)(s+1)}{c_{2}(s)+1}$. For $1<s \leq \frac{\sqrt{5}+1}{2}$, we get $\frac{c_{2}(s)(s+1)}{c_{2}(s)+1}=\frac{(s+1)^{2}}{s^{2}+s+1}=C_{2}(s)$, and for $\frac{\sqrt{5}+1}{2}<s<2$, we have $\frac{c_{2}(s)(s+1)}{c_{2}(s)+1}=\frac{s+1}{s^{2}-s+1}<\frac{s^{2}}{s^{2}-s+1}=C_{2}(s)$, by $s^{2}>s+1$.

We consider the assignment of the last two jobs. Denote the sizes of jobs, which remain in the buffer after the job of size $Z_{n}$ has been assigned, by $Y^{*}=Y_{n}$ and $X^{*}=X_{n}$. All other jobs are called regular. As shown above, at the time just before the assignment of the jobs of size $Y^{*}$ and $X^{*}$, the makespan is no larger than $C_{2}(s)$. If by assigning one or two of the last two jobs to the first machine, the load of the first machine exceeds $C_{2}(s)$, this means that the total size of jobs assigned to the second machine does not exceed $s+1-C_{2}(s)$. On the other hand, if by assigning one or two jobs of the last two jobs to the second machine, the load of the second machine exceeds $C_{2}(s)$, this means that the load of the first machine does not exceed $s+1-s C_{2}(s)$. Note that $C_{2}(s)<\frac{s+1}{s}$ in both cases, thus $s+1-s C_{2}(s)>0$.

We claim that we can assume that prior to the assignment of the last two jobs, the loads of the first machine and the second machine respectively do not exceed $s+1-s C_{2}(s)$ and $\frac{s+1-C_{2}(s)}{s}$, respectively. We already showed that these loads do not exceed $C_{2}(s)$. If the first load is at least $s+1-s C_{2}(s)$, then assigning both last jobs to the second machine would result in a load of less than $C_{2}(s)$. If the second load is at least $\frac{s+1-C_{2}(s)}{s}$, then assigning both last jobs to the first machine would result in a load of less than $C_{2}(s)$.

For the last two jobs, we define a notion of being big or small as follows. A job is called big, if assigning it (temporarily) to the first machine, the load of the first machine would exceed $C_{2}(s)$, otherwise it is called small. It follows that each big job has a size of more than $(s+1)\left(C_{2}(s)-1\right)$. Recall that the two jobs remaining in the buffer at the end of the process are the two largest jobs among all jobs. We consider three cases, according to the number of small jobs and the number of big jobs.

Case 1. If both remaining jobs are small, we consider two options. If by assigning the job of size $X^{*}$ to the first machine, its load becomes larger than $s+1-s C_{2}(s)$, then assigning the job of size $Y^{*}$ to the second machine would result in a total size of jobs of at most $P_{n}-\left(s+1-s C_{2}(s)\right)=s C_{2}(s)$. Otherwise, we have $Y^{*} \leq X^{*} \leq s+1-s C_{2}(s)$. Thus, assigning both these jobs to the first machine would result in a load of at most $2\left(s+1-s C_{2}(s)\right)$. Assume by contradiction $2\left(s+1-s C_{2}(s)\right)>C_{2}(s)$, or equivalently, $C_{2}(s)(2 s+1)<2(s+1)$. For $1<s \leq \frac{\sqrt{5}+1}{2}$, we have $C_{2}(s)-1=\frac{s}{s^{2}+s+1}>\frac{1}{2 s+1}$. For $\frac{\sqrt{5}+1}{2}<s<2$, we have $C_{2}(s)-1=\frac{s-1}{s^{2}-s+1}>\frac{1}{2 s+1}$, which leads to a contradiction.

Case 2. Next, suppose that there is exactly one big job, then this must be the job of size $X^{*}$ and the job of size $Y^{*}$ is a small job. We consider the assignment of the big job to the second machine and the small job to the first machine. In this assignment, the load of the first machine does not exceed $C_{2}(s)$ and therefore the load of the second machine must be more than $C_{2}(s)$. By our assumption on the instance, $X^{*} \leq s$. Thus $s L_{n+1}^{2}>s C_{2}(s)-X^{*} \geq s C_{2}(s)-s>0$, since $C_{2}(s)>1$ for $1<s<2$. Therefore at least one regular job was assigned to the second machine. Consider the moment during the execution of the algorithm when the last such job was assigned to the second machine, and assume that this was the job of size $Z_{t}$. There are two cases considered according to whether it was assigned to the second machine in Step 3(a) or 3(b).

Subcase 2a. The job of size $Z_{t}$ is assigned to the second machine in Step 3(a). We show that the job
of size $Y_{t}$ will be later assigned to the first machine. If it becomes a regular job, this holds since the job of size $Z_{t}$ is the last job regular job which assigned to the second machine. Otherwise, it is the job of size $Y^{*}$ and we assume that it is assigned to the first machine in the last step.

If the job of size $X_{t}$ does not become the job of size $X^{*}$, then the job of size $X_{t}$ also will be either assigned later to the first machine as a regular job, or if it becomes the job of size $Y^{*}$ is it assigned to the same machine as well. In this case the final load of the first machine is therefore at least $X_{t}+Y_{t}>2 Y_{t} \geq$ $2\left(C_{2}(s)-1\right) P_{t}$. It follows that $s L_{t}^{2}+Z_{t} \leq P_{t}-X_{t}-Y_{t} \leq\left(3-2 C_{2}(s)\right) P_{t}$. On the other hand, we have $s L_{n+1}^{2}+X^{*}=s L_{t}^{2}+Z_{t}+X^{*} \geq s C_{2}(s)$, or $s L_{t}^{2}+Z_{t} \geq s C_{2}(s)-s$. Thus the final load of the first machine including all jobs would be more than $2\left(C_{2}(s)-1\right) P_{t} \geq \frac{2 s\left(C_{2}(s)-1\right)^{2}}{3-2 C_{2}(s)}$. By our assumption, this load is smaller than $s+1-s C_{2}(s)$. We get $C_{2}(s)<\frac{s+3}{s+2}$. If $1<s \leq \frac{\sqrt{5}+1}{2}$, then $C_{2}(s)-1=\frac{s}{s^{2}+s+1}>\frac{1}{s+2}$. If $\frac{\sqrt{5}+1}{2}<s<2$, then $C_{2}(s)-1=\frac{s-1}{s^{2}-s+1}>\frac{1}{s+2}$ (which holds for $s>\frac{3}{2}$ ). Therefore, we get a contradiction.

We next consider the case where the job of size $X_{t}$ becomes the job of size $X^{*}$. In this case, the total load of the second machine would remain at most $P_{t}-Y_{t} \leq P_{t}\left(1-\left(C_{2}(s)-1\right)\right) \leq\left(2-C_{2}(s)\right) P_{n} \leq$ $\left(2-C_{2}(s)\right)(s+1)$. If $1<s \leq \frac{\sqrt{5}+1}{2}$, then $\left(2-C_{2}(s)\right)(s+1)=\frac{\left(s^{2}+1\right)(s+1)}{s^{2}+s+1}=C_{2}(s) \frac{s^{2}+1}{s+1}<s C_{2}(s)$. If $\frac{\sqrt{5}+1}{2}<s<2$, then $\left(2-C_{2}(s)\right)(s+1)=\frac{\left(s^{2}-2 s+2\right)(s+1)}{s^{2}-s+1}=C_{2}(s) \frac{s^{3}-s^{2}+2}{s^{2}}<s C_{2}(s)$, since $s>\sqrt{2}$. Therefore, we get a contradiction.

Subcase 2b. The job of size $Z_{t}$ is assigned to the second machine in Step 3(b). Therefore, by the assignment condition, at this moment $L_{t}^{1}+Y_{t} \geq c_{2}(s)\left(s L_{t}^{2}+Z_{t}\right)$ holds. Since the final load of the second machine, excluding the job of size $X^{*}$, satisfies $s L_{t}^{2}+Z_{t}=s L_{n+1}^{2}>s C_{2}(s)-s$, we get that the final load of the first machine is at least $L_{t}^{1}+Y^{*} \geq L_{t}^{1}+Y_{t} \geq s c_{2}(s)\left(C_{2}(s)-1\right)$, and thus, the final load of the second machine is at most $\frac{s+1-s c_{2}(s)\left(C_{2}(s)-1\right)}{s}$.

If $1<s \leq \frac{\sqrt{5}+1}{2}$, then $s c_{2}(s)\left(C_{2}(s)-1\right)=\frac{s+1}{s^{2}+s+1}$, and $s+1-\frac{s+1}{s^{2}+s+1}=\frac{s(s+1)^{2}}{s^{2}+s+1}=s C_{2}(s)$. If $\frac{\sqrt{5}+1}{2}<s<2$, then $s c_{2}(s)\left(C_{2}(s)-1\right)=\frac{1}{s^{2}-s+1}$, and $s+1-\frac{1}{s^{2}-s+1}=\frac{s^{3}}{s^{2}+s+1}=s C_{2}(s)$. Therefore, we get a contradiction.

Case 3. There are two big jobs at the end of the algorithm, whose sizes are $Y^{*}$ and $X^{*}$. We would like to show that the ratio between the total size of jobs assigned to the first machine and the the total size of jobs assigned to the second machine is at most $c_{2}(s)$ just after all regular jobs have been assigned. If no regular jobs are ever assigned to the first machine we are done.

Otherwise, consider the moment when the last regular job of size $Z_{t}$ is assigned to the first machine. Then by the assignment rule, $L_{t}^{1}+Y_{t}<c_{2}(s)\left(s L_{t}^{2}+Z_{t}\right)$ holds, from which it follows that $L_{t}^{1}+Z_{t}<$ $c_{2}(s)\left(s L_{t}^{2}+Y_{t}\right)$ since $Z_{t} \leq Y_{t}$ holds for all $t \leq n$. The job of size $Y_{t}$ cannot be the big job of size $Y^{*}$ since $P_{t} \leq P_{n} \leq s+1$, and $Y_{t} \leq\left(C_{2}(s)-1\right) P_{t} \leq\left(C_{2}(s)-1\right)(s+1)$, but a big job has a size of more than $\left(C_{2}(s)-1\right)(s+1)$. Thus, the job of size $Y_{t}$ is assigned the second machine as a regular job at some time $t^{\prime}>t$. Furthermore, all other further jobs that are assigned as regular jobs are assigned to the second machine as well, so just before assigning the jobs of sizes $Y^{*}$ and $X^{*}$, the load of the first machine is no larger than $c_{2}(s)$ times the total size of jobs on the second machine.

The sum of sizes of all regular jobs (i.e., all jobs excluding the jobs of sizes $Y^{*}$ and $X^{*}$ ) is at most $s+1-2 Y^{*}$.

The load of the first machine, after all regular jobs are assigned, is therefore at most $\frac{c_{2}(s)}{c_{2}(s)+1}\left(s+1-2 Y^{*}\right)$. Since both last jobs are big, assigning the job of size $Y^{*}$ to the first machine would increase its load to more than $C_{2}(s)$, we have $\frac{c_{2}(s)}{c_{2}(s)+1}\left(s+1-2 Y^{*}\right)+Y^{*}>C_{2}(s)$.

If $1<s \leq \frac{\sqrt{5}+1}{2}$, then $\frac{c_{2}(s)}{c_{2}(s)+1}\left(s+1-2 Y^{*}\right)+Y^{*}-C_{2}(s)=\frac{s+1}{s^{2}+s+1}\left(s+1-2 Y^{*}\right)+\frac{s^{2}+s+1}{s^{2}+s+1} Y^{*}-\frac{(s+1)^{2}}{s^{2}+s+1}=$ $Y^{*} \frac{s^{2}-s-1}{s^{2}+s+1}>0$ leads to a contradiction since $Y^{*}>0$ and $s^{2} \leq s+1$.

$$
\text { If } \frac{\sqrt{5}+1}{2}<s<2, \text { then } \frac{c_{2}(s)}{c_{2}(s)+1}\left(s+1-2 Y^{*}\right)+Y^{*}-C_{2}(s)=\frac{1}{s^{2}-s+1}\left(s+1-2 Y^{*}\right)+\frac{s^{2}-s+1}{s^{2}-s+1} Y^{*}-\frac{s^{2}}{s^{2}-s+1}=
$$

$\left(Y^{*}-1\right) \frac{s^{2}-s-1}{s^{2}+s+1}>0$. We consider the third lower bound on OPT. If the two large jobs are assigned to the second machine in an optimal solution, then $2 Y^{*} \leq Y^{*}+X^{*} \leq s$, and therefore $Y^{*} \leq \frac{s}{2} \leq 1$. Otherwise, the job assigned to the first machine has size of at most 1 , so again $Y^{*} \leq 1$. Therefore, we get a contradiction since $Y^{*} \leq 1$ and $s^{2} \geq s+1$.

We next prove matching lower bounds. Consider the interval $1<s \leq \frac{\sqrt{5}+1}{2}$, and let $K \geq 1$ be an arbitrary integer size of buffer. We give a sequence for which any algorithm has a competitive ratio of at least $\frac{(s+1)^{2}}{s^{2}+s+1}=1+\frac{s}{s^{2}+s+1}$.

The sequence starts with many very small jobs of size $\varepsilon>0$, of total size 1 . Denote the total size of jobs assigned to the first and second machines, respectively, after the arrival of these jobs by $\alpha$ and $\beta$, where $\alpha+\beta \geq 1-K \varepsilon$. The cost of an optimal solution at this moment is $\frac{1}{s+1}$. Therefore, if $\alpha \geq \frac{s+1}{s^{2}+s+1}$ then the lower bound follows. Moreover, if $\beta \geq \frac{s^{2}+s}{s^{2}+s+1}$, the lower bound is implied as well. Thus suppose that $\alpha \leq \frac{s+1}{s^{2}+s+1}$, and $\beta \leq \frac{s^{2}+s}{s^{2}+s+1}$, i.e. $\frac{1}{s^{2}+s+1}-K \varepsilon \leq \alpha \leq \frac{s+1}{s^{2}+s+1}$ and $\frac{s^{2}}{s^{2}+s+1}-K \varepsilon \leq \beta \leq \frac{s^{2}+s}{s^{2}+s+1}$. One further job of size $s$ arrives. The cost of an optimal solution becomes 1 .

The machine which receives the last job would have a larger completion time than the other machine.
If the second machine receives this job, then the makespan is $\frac{\beta+s}{s}=1+\frac{\beta}{s} \geq 1+\frac{s}{s^{2}+s+1}-\frac{K \varepsilon}{s}$. If the first machine receives this job, then the makespan is $\alpha+s \geq \frac{1}{s^{2}+s+1}-K \varepsilon+s=\frac{s^{3}+s^{2}+s+1}{s^{2}+s+1} \geq$ $\frac{s^{2}+2 s+1}{s^{2}+s+1}-K \varepsilon=\frac{(s+1)^{2}}{s^{2}+s+1}-K \varepsilon$.

In both cases the statement follows from letting $\varepsilon$ tend to zero.
Consider the interval $\frac{\sqrt{5}+1}{2}<s<2$, and let $K \geq 1$ be an arbitrary integer size of buffer. We give a sequence for which any algorithm has a competitive ratio of at least $\frac{s^{2}}{s^{2}-s+1}$ (note that $\frac{s^{2}}{s^{2}-s+1}<\frac{s+2}{s+1} \leq s$ in this range). The first phase is as in the previous case, and the values $\alpha$ and $\beta$ are defined similarly.

Assume first that $\beta \geq \frac{s^{2}-s}{s^{2}-s+1}-K \varepsilon$, then one last job of size $s$ arrives. The makespan in this case is at least

$$
\min \left\{\alpha+s, \frac{\beta+s}{s}\right\} \geq \min \left\{s, 1+\frac{\beta}{s}\right\} \geq \min \left\{1+\frac{1}{s}, 1+\frac{\beta}{s}\right\}=1+\frac{\beta}{s} \geq \frac{s^{2}}{s^{2}-s+1}-\frac{K \varepsilon}{s}
$$

Consider next the case where $\alpha>\frac{1}{s^{2}-s+1}$. Then let two further jobs arrive, where the sizes of the jobs are $Y=\frac{s^{2}-s+1}{s-1} \alpha$ and $X=s Y-1$. Note that $X-Y=(s-1) Y-1=(s-1) \frac{s^{2}-s+1}{s-1} \alpha-1=$ $\left(s^{2}-s+1\right) \alpha-1>0$, from which we get $Y<X$.

An optimal solution would be to assign $Y$ to the first machine, and the other jobs to the second machine, which gives a makespan of $Y$. If at least one of the two last jobs is assigned to the first machine by the algorithm, then the makespan is at least $\alpha+Y=\left(1+\frac{s^{2}-s+1}{s-1}\right) \alpha=\frac{s^{2}}{s-1} \alpha$, which gives the required competitive ratio since $\mathrm{OPT}=\frac{s^{2}-s+1}{s-1} \alpha$. Otherwise both of them are assigned to the second machine, and the total size of jobs assigned to the second machines will be $\beta+Y+X=1-\alpha-K \varepsilon+(s+1) Y-1=$ $(s+1) \frac{s^{2}-s+1}{s-1} \alpha-\alpha-K \varepsilon=\frac{s^{3}+2-s}{s-1} \alpha-K \varepsilon$, thus the makespan tends to at least $\frac{s^{2}+2 / s-1}{s-1} \alpha \geq \frac{s^{2}}{s-1} \alpha$ again (for $\varepsilon \rightarrow 0$ ).
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## A The case $K=1$ and $1<s<\sqrt{2}$

We consider the range for which the previous bounds are not tight, which is $s \in(1, \sqrt{2})$. We conjecture that neither the lower bound of $\max \left\{s, \frac{(s+1)^{2}}{s^{2}+s+1}\right\}$ nor the upper bound of $\frac{2(s+1)}{s+2}$ are tight. We motivate this conjecture by considering several special cases. A case for which a better upper bound can be achieved $\left(s=\frac{4}{3}\right)$, a case where $s<\frac{(s+1)^{2}}{s^{2}+s+1}\left(s=\frac{6}{5}\right)$, and an upper bound higher than $\frac{(s+1)^{2}}{s^{2}+s+1}$ can be achieved, and a case where $s>\frac{(s+1)^{2}}{s^{2}+s+1}$, and an upper bound higher than $s$ can be achieved.

## A. 1 Algorithm

We define a new algorithm. The algorithm uses a parameter $C(s)>s$. We later analyze it for $s=\frac{4}{3}$.
Algorithm Two-Conditions (TC)

1. Store the first job in the buffer. Let $L_{2}^{1}=L_{2}^{2}=0, P_{1}=p_{1}$.
2. For each arriving job of index $t$ act as follows.
2.1 Let $P_{t}=P_{t-1}+p_{t}$. Let $P_{t}=P_{t-1}+p_{t}, M_{t}=\max \left\{M_{t-1}, p_{t}\right\}$. Consider the new job of index $t$ and the job in the buffer. Let $X_{t} \geq Y_{t}$ be their sizes. The job of size $X_{t}$ is stored in the buffer.
2.2 Consider the following conditions.

- $s L_{t}^{2}+Y_{t} \leq s(C(s)-1) P_{t}$
- $s L_{t}^{2}+Y_{t}+X_{t} \leq s \cdot C(s) \cdot L B_{t}$

If both conditions hold, then assign the job of size $Y_{t}$ to the second machine, and let $L_{t+1}^{1}=L_{t}^{1}$, $L_{t+1}^{2}=L_{t}^{2}+\frac{Y_{t}}{s}$.
2.3 Otherwise, assign it to the first machine and let $L_{t+1}^{1}=L_{t}^{1}+Y_{t}, L_{t+1}^{2}=L_{t}^{2}$.
3. The last job which remains in the buffer is assigned to the second machine.

We show that the algorithm performs slightly better than $L L$ for $s=\frac{4}{3}$, which was shown to have a competitive ratio of exactly 1.4 for this value of $s$.

Theorem 4 For $s=\frac{4}{3}$, the competitive ratio of the algorithm using $C(s)=\gamma \approx 1.3907364$ is at most $\gamma$, where $\gamma$ is the solution of $7 x^{3}-4 x^{2}+10 x-25=0$.

Proof. Note that $s=\frac{4}{3}<\gamma<1.4=\frac{2(s+1)}{s+2}<\frac{s+1}{s}=\frac{7}{4}$, therefore $s+1-s \gamma>0$. We also use $\gamma>\frac{(s+1)^{2}}{s^{2}+s+1}=\frac{49}{37}, \gamma \geq \frac{2 s+1}{2 s}=\frac{11}{8}$ and $\gamma \geq \frac{3 s+2}{s+3}=\frac{18}{13}$. Suppose that the statement is not true and consider an instance what violates it. Assume that OPT $=1$, then we have $L_{1}^{n}+s L_{2}^{n}+X_{n}+Y_{n}=P_{n} \leq s+1=\frac{7}{3}$.

Due to the definition of the algorithm, the competitive ratio can be violated either by the last job assigned to the second machine, or by some job which is assigned to the first machine. Assume first that the violation is caused by the last assigned job. Consider the situation at the time when the last job assigned to the second machine. If this machine contains no jobs at all, clearly the load of this machine does not exceed 1 , since $X_{n} \leq s$. Otherwise, consider the previous job assigned to the second machine. Let the time of assignment be $t^{\prime}$. We claim that the job of size $X_{t^{\prime}}$ and the last job which remains in the buffer are not the same job, otherwise by the definition of the algorithm, the total size of jobs assigned to the second machine is $s L_{n}^{2}+Y_{t^{\prime}}+X_{t^{\prime}} \leq s \cdot \gamma \cdot L B_{t^{\prime}} \leq s \gamma \mathrm{OPT}=s \gamma$.

We get that the job of size $X_{t^{\prime}}$ is assigned to the first machine at some later time. Therefore, $L_{n}^{1} \geq$ $L_{t^{\prime}}^{1}+X_{t^{\prime}}$. Since the job of size $Y_{t^{\prime}}$ is assigned to the second machine, then by the first condition, $s L_{t^{\prime}}^{2}+Y_{t^{\prime}} \leq$ $s(\gamma-1) P_{t^{\prime}}$, and due to the violation of competitive ratio, $s L_{n}^{2}+X_{n}=s L_{t^{\prime}}^{2}+Y_{t^{\prime}}+X_{n}>s \gamma$. Using $X_{n} \leq s$ we get $s(\gamma-1) P_{t^{\prime}}>s \gamma-s$ and $P_{t^{\prime}}>1$.

We have $s L_{t^{\prime}}^{2}+Y_{t^{\prime}} \leq s(\gamma-1) P_{t^{\prime}}$, i.e., $P_{t^{\prime}}=s L_{t^{\prime}}^{2}+Y_{t^{\prime}}+L_{t^{\prime}}^{1}+X_{t^{\prime}} \leq s(\gamma-1) P_{t^{\prime}}+L_{t^{\prime}}^{1}+X_{t^{\prime}}$, or $L_{t^{\prime}}^{1}+X_{t^{\prime}} \geq P_{t^{\prime}}(s+1-s \gamma) \geq s+1-s \gamma$. We get that the total size of all jobs is at least $P_{t^{\prime}}+X_{n}=$ $\left(L_{t^{\prime}}^{1}+X_{t^{\prime}}\right)+\left(s L_{t^{\prime}}^{2}+Y_{t^{\prime}}+X_{n}\right)>s+1-s \gamma+s \gamma=s+1$, which is a contradiction.

Assume next that at some time $t$, a job of size $Y_{t}$ is assigned to the first machine and violates the competitive ratio. We can in fact assume that $t=n$, since removing some jobs and scaling the input if necessary may only increase the competitive ratio. Therefore, $L_{n}^{1}+Y_{n}>\gamma$ and $s L_{n}^{2}+X_{n}=P_{n}-L_{n}^{1}-Y_{n}<$ $P_{n}-\gamma \leq s+1-\gamma$. Thus $Y_{n} \leq X_{n}<P_{n}-\gamma \leq s+1-\gamma$ implies $L_{n}^{1}>\gamma-Y_{n} \geq 2 \gamma-s-1>0$, since $\gamma>s>1$. Therefore, the first machine contains at least one job in addition to the job of size $Y_{n}$.

We analyze the conditions which led to the assignment of the job of size $Y_{n}$ to the first machine. The first condition must hold since $s L_{n}^{2}+X_{n}<P_{n}-\gamma \leq s(\gamma-1) P_{n}$. To prove the last inequality, assume by contradiction that $P_{n}-\gamma>s(\gamma-1) P_{n}$ or equivalently $P_{n}(s+1)>\gamma\left(s P_{n}+1\right)$. Using $\gamma>\frac{(s+1)^{2}}{s^{2}+s+1}$ we get $P_{n}\left(s^{2}+s+1\right)>(s+1)\left(s P_{n}+1\right)$ or $P_{n}>s+1$ which is a contradiction. Thus, it must be the case that the second condition does not hold, i.e., $P_{n}-L_{n}^{1}=s L_{n}^{2}+Y_{n}+X_{n}>s \gamma \cdot L B_{n} \geq s \gamma \frac{P_{n}}{s+1}$, or $L_{n}^{1}<P_{n}\left(1-\frac{s \gamma}{s+1}\right) \leq s+1-s \gamma$.

Since $L_{n}^{1}+Y_{n}>\gamma$ we have $X_{n} \geq Y_{n}>(s+1)(\gamma-1)$. Therefore, $s L_{2}^{n}=P_{n}-L_{1}^{n}-Y_{n}-X_{n} \leq$ $s+1-\gamma-(s+1)(\gamma-1)=2 s+2-(s+2) \gamma$. Note that in an optimal schedule, each one of the two jobs of sizes $Y_{n}$ and $X_{n}$ must be assigned to different machines, since $X_{n}+Y_{n}>2(s+1)(\gamma-1) \geq 2(s+1) \cdot \frac{s}{s^{2}+s+1}>s$, since $s^{2}<s+1$. Note that the first machine must actually contain at least three jobs. Otherwise, if it contains two jobs, then the first job assigned to it has a size of more than $2 \gamma-s-1$ and it must be assigned to one of the machine in an optimal solution together with a job of size more than $(s+1)(\gamma-1)$. We get a total size of more than $(s+3) \gamma-2(s+1) \geq s$, by the value of $\gamma$, which leads to a contradiction.

Denote the sizes of the two jobs assigned to the first machine before the last job by $Y_{t}$ and $Y_{t^{\prime}}$, where $t^{\prime}<t<n$. Consider first the job of size $X_{t}$. If this job is not one of the two jobs of sizes $X_{n}$ and $Y_{n}$, then it is eventually assigned to the second machine in step 2.2 , and $s L_{n}^{2} \geq s L_{t}^{2}+X_{t}$. Due to the choice of the time $t$, we have $L_{n}^{1}=L_{t}^{1}+Y_{t}$. We test the two conditions at the time of assignment of the job of size $Y_{t}$.

Assume that the first condition does not hold. Then we have $(s+1-s \gamma)\left(s L_{t}^{2}+Y_{t}\right)>s(\gamma-1)\left(L_{t}^{1}+X_{t}\right)$. Using $s L_{t}^{2}+Y_{t} \leq s L_{t}^{2}+X_{t} \leq L_{n}^{2} \leq s+1-\gamma-X_{n}$ and $L_{t}^{1}+X_{t} \geq L_{t}^{1}+Y_{t}=L_{n}^{1}>\gamma-Y_{n} \geq \gamma-X_{n}$ we get $(s+1-s \gamma)\left(s+1-\gamma-X_{n}\right)>s(\gamma-1)\left(\gamma-X_{n}\right)$. Simplifying, we get $(s+1)^{2}-\gamma\left(s^{2}+s+\right.$ $1)+X_{n}(2 s \gamma-2 s-1)>0$. We have $\gamma \geq \frac{2 s+1}{2 s}$, so using $X_{n} \leq s+1-\gamma$ we get $(s+1)^{2}-\gamma\left(s^{2}+\right.$ $s+1)+(s+1-\gamma)(2 s \gamma-2 s-1)>0$. Simplifying the last expression gives $s+1<(s+3-2 \gamma) \gamma$, or $6 \gamma^{2}-13 \gamma+7<0$, which does not hold for $\gamma>\frac{4}{3}$ and leads to a contradiction. Assume next that the second property does not hold. We get $s L_{t}^{2}+Y_{t}+X_{t}>s \cdot \gamma \cdot L B_{t} \geq \frac{s \gamma}{s+1} P_{t}=\frac{s \gamma}{s+1}\left(s L_{t}^{2}+L_{t}^{1}+Y_{t}+X_{t}\right)$, i.e., $(s+1-s \gamma)\left(s L_{t}^{2}+X_{t}\right)+(s+1) Y_{t}>s \gamma\left(L_{t}^{1}+Y_{t}\right)$. Since $s L_{n}^{2} \geq s L_{t}^{2}+X_{t} \geq Y_{t}$, we have $(s+1-s \gamma)\left(s L_{t}^{2}+X_{t}\right)+(s+1) Y_{t} \leq(2 s+2-s \gamma) s L_{n}^{2} \leq(2 s+2-s \gamma)\left(s+1-\gamma-X_{n}\right)$. Using $L_{t}^{1}+Y_{t}=L_{n}^{1}>\gamma-X_{n}$, we get $(2 s+2-s \gamma)\left(s+1-\gamma-X_{n}\right)>s \gamma\left(\gamma-X_{n}\right)$. Simplifying we get $2(s+1)^{2}-\gamma(s+2)(s+1)>2 X_{n}(s+1-s \gamma)>2(s+1)(\gamma-1)(s+1-s \gamma)$. This results in $32 \gamma^{2}+94 \gamma-154<0$, which does not hold for $\gamma>\frac{4}{3}$, thus we reach a contradiction.

Therefore we are left with the case where the job of size $X_{t}$ is one of the jobs of sizes $X_{n}$ and $Y_{n}$, thus $X_{t} \geq(s+1)(\gamma-1)$, and there is another job of at least this size to arrive. Thus $P_{t} \leq P_{n}-Y_{n}$. We have $P_{t}=L_{n}^{1}+s L_{n}^{2}+Y_{t}+X_{t}$. We again check which condition led to the assignment of the job of size $Y_{t}$ to the first machine.

Assume that the first condition does not hold. We get $P_{t}-X_{t} \geq s L_{n}^{2}+Y_{t}>s(\gamma-1) P_{t}$ and therefore $X_{t}<P_{t}(s+1-s \gamma) \leq(s+1-s \gamma)\left(P_{n}-Y_{t}\right)$. We get $(s+1)(\gamma-1)(s+2-s \gamma) \leq Y_{t}(s+2-s \gamma) \leq$ $(s+1-s \gamma) P_{n} \leq(s+1-s \gamma)(s+1)$. Simplifying, we get $s \gamma^{2}-\gamma(3 s+2)+2 s+3 \geq 0$, or $4 \gamma^{2}-18 \gamma+17 \geq 0$, which does not hold for $\gamma>1.35$.

Therefore it must be the case that the second condition does not hold, we get $s+1-\gamma-X_{n}+Y_{t} \geq$ $s L_{n}^{2}+Y_{t} \geq s L_{t}^{2}+Y_{t}>s \cdot \gamma \cdot L B_{t}-X_{t} \geq(\gamma-1) Y_{n}$, using $L B_{t} \geq \frac{X_{t}}{s}$. Thus $Y_{t}>\gamma(\gamma-1)(s+1)+\gamma-s-1=$ $(s+1) \gamma^{2}-s \gamma-(s+1)$.

Note that $Y_{t}+Y_{n}>(s+1) \gamma^{2}-s \gamma-(s+1)+(s+1)(\gamma-1)=(s+1) \gamma^{2}+\gamma-2(s+1)>1$, and $2 Y_{t}+Y_{n}>2(s+1) \gamma^{2}-2 s \gamma-2(s+1)+(s+1)(\gamma-1)=2(s+1) \gamma^{2}+(1-s) \gamma-3(s+1)>s$, so the three jobs of sizes $Y_{t}, Y_{n}$ and $X_{n}$ are the three largest jobs, out of which two must be assigned to the fast machine in an optimal solution. These two cannot be the jobs of sizes $Y_{n}$ and $X_{n}$. Thus $Y_{t}+Y_{n} \leq s$, and therefore $L_{t}^{1}=L_{n}^{1}-Y_{t}>\gamma-Y_{n}-Y_{t}>\gamma-s$.

Recall that a job of size $Y_{t^{\prime}}$ is the last job which was assigned to the first machine before the job of size $Y_{t}$. We consider the job of size $X_{t^{\prime}}$. If this job is not one of the three largest jobs, then it is assigned to the
fast machine at step 2.2 and we have $s L_{n}^{2} \geq s L_{t^{\prime}}^{2}+X_{t^{\prime}}$ and $L_{n}^{1}=L_{t^{\prime}}^{1}+Y_{t^{\prime}}+Y_{t}$. We test the two conditions at the time of assignment of the job of size $Y_{t^{\prime}}$.

Assume that the first condition does not hold. Then we have $(s+1-s \gamma)\left(s L_{t^{\prime}}^{2}+Y_{t^{\prime}}\right)>s(\gamma-1)\left(L_{t^{\prime}}^{1}+X_{t^{\prime}}\right)$. Using $s L_{t^{\prime}}^{2}+Y_{t^{\prime}} \leq s L_{t^{\prime}}^{2}+X_{t^{\prime}} \leq s L_{n}^{2} \leq s+1-\gamma-X_{n} \leq s+1-\gamma-(s+1)(\gamma-1), L_{t^{\prime}}^{1}+Y_{t^{\prime}}+Y_{t}+Y_{n}=$ $L_{n}^{1}>\gamma$ and $Y_{t}+Y_{n} \leq s$ gives $(s+1-s \gamma)(2 s+2-(s+2) \gamma)>s(\gamma-1)(\gamma-s)$. Simplifying, we get $\left(s^{2}+s\right) \gamma^{2}-2 \gamma(s+1)^{2}+\left(s^{2}+4 s+2\right)>0$, which does not hold.

Next, assume that the second condition does not hold. We use $L B_{t^{\prime}} \geq \frac{P_{t^{\prime}}}{s+1}$ and get $(s+1-s \gamma)\left(s L_{t^{\prime}}^{2}+\right.$ $\left.X_{t^{\prime}}\right)+(s+1) Y_{t^{\prime}}>s \gamma\left(L_{t^{\prime}}^{1}+Y_{t^{\prime}}\right)=s \gamma L_{t}^{1}>s \gamma(\gamma-s)$. Since $Y_{t^{\prime}} \leq s L_{t^{\prime}}^{2}+X_{t^{\prime}} \leq s L_{n}^{2}-X_{n} \leq$ $s+1-\gamma-(s+1)(\gamma-1)$, we get $(2 s+2-s \gamma)(s+1-\gamma-(s+1)(\gamma-1))>s \gamma(\gamma-s)$. The left hand side is equal to approximately 0.08684 whereas the right hand side is equal to approximately 0.10644 , which leads to a contradiction.

Thus the job of size $X_{t^{\prime}}$ is one of the three largest jobs, and we have $Y_{t^{\prime}} \leq s-Y_{n}-Y_{t} \leq s-(s+$ 1) $\gamma^{2}-\gamma+2(s+1)$ if the job of size $Y_{t^{\prime}}$ is assigned to the fast machine in an optimal solution, and otherwise $Y_{t^{\prime}} \leq 1-Y_{n} \leq 1-(s+1)(\gamma-1)$. The first bound is larger, therefore we use $Y_{t^{\prime}} \leq s-Y_{n}-Y_{t} \leq$ $s-(s+1) \gamma^{2}-\gamma+2(s+1) \approx 0.096525$.

At this time, the job $Y_{t^{\prime}}$ is assigned to the first machine, therefore at least one of the two conditions does not hold. Assume by contradiction that the first condition does not hold. We have $s L_{t^{\prime}}^{2} \leq s L_{n}^{2}-X_{n} \leq$ $s+1-\gamma-(s+1)(\gamma-1)$, and $X_{t^{\prime}} \geq Y_{t} \geq(s+1) \gamma^{2}-s \gamma-(s+1)$. Thus $s L_{t^{\prime}}^{2}+Y_{t^{\prime}} \leq 0.127131$ and $X_{t^{\prime}} \geq 0.32536276$. We get $\left(\frac{7}{3}-\frac{4}{3} \gamma\right)\left(s L_{t^{\prime}}^{2}+Y_{t^{\prime}}\right)>\frac{4}{3}(\gamma-1)\left(X_{t^{\prime}}+L_{t^{\prime}}^{1}\right)$, which does not hold.

Assume by contradiction that the second condition does not hold. Using $s \gamma L B_{t^{\prime}} \geq \gamma X_{t^{\prime}}$, we get $s L_{t^{\prime}}^{2}+Y_{t^{\prime}}>(\gamma-1) X_{t^{\prime}}$. However, the bounds on the two values are equal (by the definition of $\gamma$ ), which is a contradiction as well.

Since none of the options is possible, we conclude that the counter example does not exist.

## A. 2 Improved lower bounds for some small values of $s$

We consider two values of $s$, namely $s=\frac{4}{3}$ and $s=\frac{6}{5}$ and show slightly higher lower bounds than those shown in the body of the paper. The lower bound for $s=\frac{6}{5}$ shown in the body of the paper is approximately 1.3296, and the lower bound which was shown for $s=\frac{4}{3}$ is $\frac{4}{3}$.

Theorem 5 The competitive ratio of any algorithm which uses a buffer of size $K=1$ is at least $\frac{4}{3}$ for $s=\frac{6}{5}$. The competitive ratio of any algorithm which uses a buffer of size $K=1$ is at least 1.37 for $s=\frac{4}{3}$.

Proof. We first consider the case $s=\frac{6}{5}$. Let $0<\varepsilon<\frac{1}{16500}$ be a number such that $\frac{1}{\varepsilon}$ is an integer.
The sequence starts with many very small jobs of size $\varepsilon>0$, of total size 1 . Denote the total size of jobs assigned to the first and second machines, respectively, after the arrival of these jobs by $\alpha$ and $\beta$, where $1-\varepsilon \leq \alpha+\beta \leq 1$. At this time, OPT $=\frac{1}{1+s}=\frac{5}{11}$ and therefore, in order not to achieve a competitive ratio of at least $\frac{4}{3}$, it follows that $\alpha<\frac{4}{3} \cdot \frac{5}{11}=\frac{20}{33}$, and $\beta<\frac{6}{5} \cdot \frac{20}{33}=\frac{24}{33}$. Thus $\frac{9}{33} \leq \alpha<\frac{20}{33}$.

If the next and last job has a size of $\frac{6}{5}$, then after its arrival OPT $=1$. Assigning this job to to the slow machine would create a makespan of at least $\frac{9}{33}+\frac{6}{5}>\frac{4}{3}$, thus the last job must be assigned to the fast machine. However, in order not to achieve a competitive ratio of $\frac{4}{3}$, the load of the second machine must be lower than $\frac{4}{3} \cdot \frac{6}{5}$, thus $\beta<\frac{1}{3} \cdot \frac{6}{5}=\frac{2}{5}$ must hold, which implies $\frac{3}{5}=\frac{99}{165} \leq \alpha<\frac{20}{33}=\frac{100}{165}$.

Assume that the job of size $\frac{6}{5}$ does not arrive after all, and instead two jobs of sizes $X=3$ and $Y=\frac{9}{5}$ arrive. At this time OPT $=\frac{1+1.8+3}{2.2}=\frac{5.8}{2.2}=\frac{29}{11} \approx 2.6364$, by assigning the job of size $X$ to the fast machine, the job of size $Y$ to the slow machine, and spreading the small jobs to allow the two machines equal completion times.

At this time, at least one of the two larger jobs must be assigned to one of the machines. We consider several cases. If the job of size $X$ is assigned to the slow machine, then the makespan will be at least
$\alpha+3 \geq 3.6>\frac{4}{3}$ OPT since $\frac{4}{3} \cdot \frac{29}{11} \approx 3.5152$. Similarly, if at this time, the job of size $Y$ is assigned to the fast machine, then either the job of size $X$ will be assigned to the slow machine, and the previous proof can be used, or the load of the fast machine would become $\beta+X+Y>4.8$, whereas $\frac{4}{3} \cdot \frac{6}{5} \cdot \frac{29}{11}<4.8$.

Consider the case that the job of size $Y$ is assigned to the slow machine. Then an additional job of size $X^{\prime}=3.11$ arrives, which is the last job. At this moment OPT $=4.05$, by assigning a job of size $X$, a job of size $Y$, and a total of 0.06 of the small jobs to the fast machine, and all other jobs to the slow machine. Next, if one of the two remaining jobs is assigned to the slow machine, then we get a load of at least $\alpha+1.8+3 \geq 5.4=\frac{4}{3} \mathrm{OPT}$, and otherwise both these jobs are assigned to the fast machine and its load will be $\beta+6.11 \geq \frac{13}{33}+6.11>\frac{6}{5} \cdot \frac{4}{3} \mathrm{OPT}$, and the lower bound holds.

Thus only one case remains, where one job of size $Y$ and one job of size $X$ had arrived, and the job of size $X=3$ is assigned to the fast machine. In this case an additional job of size $Y=1.8$ arrives, and two such jobs are present. One such job must be assigned to one of the machines.

Suppose that a job of size $Y$ is assigned to the slow machine. Then a final job of size $Z=\frac{6}{5}(1+3+1.8+$ $1.8)=9.12$ arrives. We have $\mathrm{OPT}=7.6$. The makespan will be at least $\min \left\{\alpha+1.8+Z, \frac{\beta+3+Z}{1.2}\right\} \geq$ $\min \left\{0.6+1.8+9.12, \frac{13 / 33+3+9.12}{1.2}\right\} \approx 10.42>\frac{4}{3} \cdot 7.6$.

Finally, consider the case where the job of size $Y$ is assigned to the fast machine. A third job of size $Y=1.8$ arrives, which results in two pending jobs of this size. At this moment OPT $=\frac{47}{11}$, where in an optimal solution two jobs of size $Y$ are assigned to the slow machine, the other two jobs are are assigned to the fast machine, and the small jobs are spread to let the two machines have equal loads.

If an additional job of size $Y$ is assigned to the fast machine, then the total size of jobs assigned to it is $\beta+3+1.8+1.8>6.99>\frac{6}{5} \frac{4}{3} \frac{47}{11}$. Otherwise, a job of size $Y$ is assigned to the slow machines, and the last job of size $U=\frac{6}{5}(1+3+1.8+1.8+1.8)=11.28$ arrives and OPT $=9.4$. The makespan will be at least $\min \left\{\alpha+1.8+U, \frac{\beta+3+1.8+U}{1.2}\right\} \geq \min \left\{0.6+1.8+11.28, \frac{13 / 33+3+1.8+11.28}{1.2}\right\}=13.68>\frac{4}{3} \cdot 9.4$. We have thus showed that in all possible cases the lower bound holds as required.

To prove a lower bound for $s=\frac{4}{3}$, Let $\frac{4}{3}<c \leq 1.4$ the value of the lower bound which is proved. The sequence starts as in the previous case, with the possibility that an additional job of size $\frac{4}{3}$ may arrive. In this case, the resulting bounds on $\alpha$ are $1-\frac{c}{3} \leq \alpha<\frac{3 c}{7}$. We next have a job of size $X$ and a job of size $Y$, where $Y<X$, and the values of $X$ and $Y$ are chosen so that $s(Y+1) \leq X$ and $Y \leq(s-1) X+s$.

At this time there are three possible inputs. In the first input the sequence stops, in the second input an additional job of size $X$ arrives, and in the third input, a job of size $Z=s(s X+s+1)$ arrives. We give bounds on OPT in the three cases. In the first case, it is possible to assign the job of size $X$ to the fast machine, and the other jobs to the slow machine. Since $Y+1 \leq \frac{X}{s}$, we get OPT $\leq \frac{X}{s}$. In the second case, it is possible to assign jobs of sizes $X$ and $Y$ to the fast machine, and all other jobs to the slow machine. Since $\frac{Y+X}{s} \leq X+1$, we have OPT $\leq X+1$. In the third case the large job is assigned to the fast machine and OPT $=s X+s+1$.

If the job of size $X$ is assigned to the slow machine or the job of size $Y$ is assigned to the fast machine, the first input is used. The makespan is at least $\min \left\{\alpha+X, \frac{\beta+X+Y}{s}\right\}$.

If the job of size $Y$ is assigned to the slow machine, the second input is used. The makespan is at least $\min \left\{\alpha+Y+X, \frac{\beta+2 X}{s}\right\}$.

If the job of size $X$ is assigned to the fast machine, the third input is used. The makespan is at least $\min \left\{\alpha+Z, \frac{\beta+X+Z}{s}\right\}$.

It is not difficult to verify that the choice $X=8.6$ and $Y=4.2$ yields the required lower bound.
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