
MILD MANIFOLDS AND A NON-STANDARD RIEMANN
EXISTENCE THEOREM

YA’ACOV PETERZIL AND SERGEI STARCHENKO

Abstract. Let R be an o-minimal expansion of a real closed field R and

K be the algebraic closure of R. In earlier papers we investigated the no-
tions of R-definable K-holomorphic maps, K-analytic manifolds and their

K-analytic subsets. We call such a K-manifold mild if it eliminates quan-

tifiers after endowing it with all K-analytic subsets. Examples are compact
complex manifolds and non-singular algebraic curves over K.

We examine here basic properties of mild manifolds and prove that when

a mild manifold M is strongly minimal and not locally modular then M is
bi-holomorphic with a non-singular algebraic curve over K.

1. introduction

For a complex-analytic manifold M , let M be the first-order structure whose
underlying set is M and basic relations are all complex-analytic subsets of Carte-
sian powers of M .

The following result is due to Zilber (see [17]).

Theorem 1.0.1. If M is a compact complex-analytic manifold, then M has elim-
ination of quantifiers and has finite Morley rank. If M is strongly minimal then
it is a Zariski geometry (see [8] for a definition of Zariski geometries).

Let R be a fixed o-minimal expansion of a real closed field R, and let K =
R(
√
−1) be its algebraic closure identified naturally with R2. In a series of papers

[12–14] we investigated notions K-holomorphic maps and K-analytic manifolds
definable in the structure R. For a K-analytic manifold M let A(M) be the first
order structure whose underlying set is M and basic relations are all K-analytic
subsets of Cartesian powers of M (see Section 2.2 for definitions of K-analytic
manifolds and K-analytic subsets). In paper [14] we showed that a version of the
above Zilber’s theorem holds in this general setting.
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Theorem 1.0.2 ([14, Theorem 8.3]). If M is a definably compact K-manifold,
then A(M) has elimination of quantifiers and has finite Morley rank. If A(M) is
strongly minimal then it is a Zariski geometry.

If we take R to be any o-minimal expansion of Ran, then every compact
complex manifold can be viewed as an R-definable object, and the structures M
and A(M) are the same (see [11] for more details). Thus Theorem 1.0.2 can be
considered as a proper generalization of Zilber’s theorem.

Notice that the assumption of compactness is essential in Zilber’s theorem.
For example, if we take M = C then the structure M is not even stable (since
the graph of complex exponential function is a complex-analytic subset of C2, we
can use it to define integers in this structure.) However if we take R to be any o-
minimal expansion of the field of real numbers, then only complex analytic subsets
of Cn definable in the structure R are algebraic (see [14, Theorem 5.1]), and we see
a big difference between M and A(M) in this case. The structure M is unstable,
and the structure A(M) is strongly minimal and inerdefinable with the field of
complex numbers.

Motivated by this and other examples we define a K-analytic manifold M
to be mild if the structure A(M) has quantifier elimination. In particular, every
definably compact K-manifold is mild, but there are also many mild manifolds
that are not definably compact, e.g. any non-singular algebraic affine variety over
K.

Our main goal is this paper is to prove the following theorem (see Theorem
6.0.5 below).

Theorem 1.0.3. Let M be a strongly minimal mild K-manifold (i.e. M is mild
and the structure A(M) is strongly minimal). Then either the structure A(M) is
locally modular or M is K-biholomorphic with an algebraic curve over K.

One of obstacles in proving the above theorem is that in general Riemann
existence theorem does not hold for mild manifolds:1 In paper [15] we considered
a family of generalized 1-dimensional tori Eτ and showed that for a sufficiently
general nonstandard τ̃ the structure A(Eτ̃ ) is strongly minimal but Eτ̃ is not K-
biholomorphic to an algebraic curve. Thus, by the above theorem, A(Eτ̃ ) is locally
modular.

To overcome this obstacle we prove in this paper that the second part of
Riemann existence theorem holds for o-minimal expansions of real closed fields.
Namely, every definable finite covering of a co-finite subset of K is definably iso-
morphic to an algebraic covering (see Theorem 5.1.3 below). In a semialgebraic
category this theorem can be restated as follows.

Theorem 1.0.4. Let R be a real closed field and K = R(
√
−1) be its algebraic

closure identified with R2. Let B ⊆ R2 be a co-finite subset, C ⊆ Rm an R-
semialgebraic set, and π : C → B an R-semialgebraic finite covering. Then there

1Due to a theorem of R. Moosa (see [10]) Riemann existence theorem holds in elementary
extensions ofM for a compact complex manifold M .
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is a nonsingular algebraic affine curve Γ over K, a regular morphism τ : Γ → K,
and an R-semialgebraic homeomorphism f : C → Γ such that π = τ◦f .

1.1. The structure of the paper. In Section 2 we review K-manifolds and
K-analytic subsets.

In Section 3 we consider the field of K-meromorphic functions Mer(M) on
a K-manifold M , and establish a connection between finite coverings and field
extensions.

In Section 4 we define mild manifolds. The main result of this section is
Theorem 4.3.3 stating that if M is a strongly minimal mild manifold that is not
locally modular then there is a nonconstant K-meromorphic function f : M → K.
It implies that, up-to finite subsets, every non locally modular strongly minimal
mild manifold is a finite covering of K.

In Section 5 we show that the second part of Riemann existence theorem
holds in o-minimal expansions of real closed fields. Since proofs of basic properties
of definable finite coverings are analogous to classical proofs we present them in
Appendix.

In Section 6 we prove Theorem 6.0.5

We would like to thank Elias Baro for pointing out a gap in one of the proofs.

2. Preliminaries

For the rest of this paper we fix an o-minimal expansion R of a
reald closed field R, and will denote by K its algebraic closure R(

√
−1).

We briefly review the basic notions of analytic geometry with respect to the
field K and refer to [12–14] for more details.

2.1. K-holomorphic maps. The theory is based on the following straightforward
analogue to the classical definition of a holomorphic map: Given a definable open
set U ⊆ K we call a definable function f : U → K K-holomorphic if for every
z ∈ U the limit

lim
z→z0

f(z)− f(z0)
z − z0

exists in K (we identify K with R2 in an obvious manner just like the complex
field is identified with R2).

A definable map from an definable open subset U ⊆ Kn into Km is called K-
holomorphic if each of its coordinate functions is continuous and K-holomorphic
in each variable separately.

Notice that in the classical setting, i.e. when R is the field of real numbers,
the above definitions amount to saying that the function f is definable in the
underlying o-minimal structure and is complex-holomorphic in the classical sense.

Let U ⊆ Kn is a definable open set, f : U → Km a K-holomorphic map, and
a ∈ U . The K-differential dfa of f at a is a K-linear map from Kn into K. We
denote its rank by RnkK(f)a and call it the K-rank of f at a (or just a rank of f
at a if no confusion arises).
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2.2. K-manifolds. A definable n-dimensional K-manifold is a definable set M ,
equipped with a finite cover of definable sets M =

⋃
i Ui, each of which is in

definable bijection with an open subset of Kn such that the transition maps are
K-holomorphic maps between open subsets of Kn. As usual, K-holomorphic maps
between K-manifolds are defined through the charts of the manifolds.

Let M,N be K-manifolds, U ⊆ M be a definable open subset, f : U → N a
K-holomorphic map, and a ∈ U . The K-rank of f at a is defined using the charts.
By the Chain Rule, this rank is independent of charts chosen.

Let N be a K-manifold of K-dimension n. A definable subset M ⊆ N is
called a d-dimensional K-submanifold if for every a ∈ M there is a definable
open set U ⊆ N containing a and a K-holomorphic f : U → Kn−d such that
M ∩U = f−1(0) and RnkK(f)a = n− d. As was shown in [14, Lemma 3.3], every
such submanifold admits a finite atlas, which makes it into a K-manifold on its
own.

For example, if X ⊆ Kn is a non-singular affine variety over K then X is a
K-submanifold of Kn.

2.3. K-analytic sets. A K-analytic subset of a K-manifold M is a definable set
A ⊂ M , such that at every point z ∈ M , the set A is given, locally near z,
as the zero set of finitely many K-holomorphic functions. Again, in the classical
setting a C-manifold and a C-analytic subset are just a complex manifold and
a complex analytic subset, respectively, which are definable in the underlying o-
minimal structure over R.

The K-dimension of a K-analytic set A is defined to be the maximal d
such that A contains a d-dimensional K-manifold. We use dimK A to denote the
dimension of A as a K-analytic set and dimRA to denote its o-minimal dimension.
We clearly have dimRA = 2dimK A.

Let M be a K-manifold, A ⊂ M a K-analytic subset of M and X ⊂ A. The
set X is a K-analytic subset of A if it is K-analytic in M . The complement A \X
of a K-analytic subset X ⊂ A is called Zariski open in A.

Notice that, by Theorem 2.3.2 below, for an algebraic K-variety the above
notion of a Zariski open subset coincides with the standard algebraic notion, so
no confusion should arise.

If A is a K-analytic subset of a K-manifold M then we denote by RegK(A)
the set of K-regular points of A, i.e. the set of all a ∈ A such that A is a K-
submanifold of M near A. As in the classical setting, the set RegK(A) is Zariski
open and dense in A (see [14, 6.1]).

A K-analytic subset A ⊆ M of a K-analytic manifold M is called irreducible
if it can not be written as A = A1 ∪ A2, where A1, A2 are K-analytic subset of
M and none of Ai’s is contained in the other. If A ⊂ M is irreducible X ⊂ A a
proper K-analytic subset of A then dimK(X) < dimK(A) and in particular the
topological closure of A \X is A ([14, Corollary 4.10]). We also have:



MILD MANIFOLDS 5

Theorem 2.3.1 ([14, 4.6 and 4.12]). Every K-analytic subset A of a K-manifold
M is a finite union of irreducible K-analytic subsets Ai such that each Ai is not
contained in any other. (These are the irreducible components of A.) Moreover
these irreducible components are exactly the closures of the definably connected
components of RegK(A).

While the results so far are mostly analogues of the classical results, the
theorems below are false without the o-minimality assumptions (see [14]).

The first result can be considered as a generalization of the classical Chow’s
lemma.

Theorem 2.3.2 ([14, 5.1]). Let A be a K-analytic subset of Kn or of Pn(K).
Then A is an algebraic variety over K.

The following theorem on removal of singularities will be used here exten-
sively:

Theorem 2.3.3 ([14, 4.13]). Let M be a K-manifold and E ⊂ M a K-analytic
subset of M . If A is a K-analytic subset of M \ E then its topological closure in
M is a K-analytic subset of M .

The theorem below follows from Theorem 2.3.3 and the fact that RegK(A)
is Zariski open in A.

Theorem 2.3.4. Let A ⊂ M be an irreducible K-analytic subset of a K-manifold
M . A set X ⊂ RegK(A) is a K-analytic subset of the K-manifold RegK(A) if and
only if there is a K-analytic subset Y of M such that X = Y ∩ RegK(A).

Finally, as is shown in [14, Corollary 4.14], if A is a K-analytic subset of a
K-manifold then it remains K-analytic in elementary extensions of R.

2.4. More on ranks of K-holomorphic maps. The following two theorems
follow from properties of R-differentiable maps in o-minimal structures (see for
example [3, chapter7]).

Theorem 2.4.1. Let f : M → N be a K-holomorphic map between K-manifolds.
Then

(1) If r is the maximum rank of f on M then dimR(f(M)) = 2r (we use
R-dimension for f(M) because it is not a K-analytic set in general).
Assume that f is of constant rank r on M . Then

(2) If n = dimK(M) then for each b ∈ f(M), f−1(b) is a K-manifolds of
dimension n− r;

(3) Each a ∈ M has a definable open neighborhood U such that f(U) is a
K-submanifold of N of dimension r, In particular, if dimK(N) = r then
f(M) is an open subset of N .

It is easy to see that if f : M → N is a K-analytic map between K-manifolds
and k ∈ N>0 then the set of all points a ∈ M where the rank of f is less than
k is K-analytic subset of M . It follows that f has constant rank on a nonempty
Zariski open subset of M .
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2.5. Meromorphic maps. A K-meromorphic map from a K-manifold M into
a K-manifold N , is a definable K-holomorphic map f from a Zariski open dense
subset dom(f) of M into N . As usual, we will identify two K-meromorphic maps
f, g from M to N if f(x) = g(x) for all x ∈ dom(f) ∩ dom(g).

Remark 2.5.1. In paper [14], in the definition of a K-meromorphic map, we
also required that the closure of the graph of f in M ×N is a K-analytic subset.
However it was proved there (Corollary 9.1) that this extra assumption is not
needed.

3. The field of meromorphic functions

If M is a definably connected K-manifold then it is not hard to see that the set
of all K-meromorphic functions ϕ : M → K form a field under point-wise addition
and multiplication. We will denote this field by Mer(M). Identifying K with the
constant functions on M we will always consider Mer(M) as a field extension of
K.

Let f : M → N be a K-meromorphic map between definably connected K-
manifolds such that the range of f is dense in N . It is not hard to see that for
any K-meromorphic function ϕ : N → K the function ϕ◦f is a K-meromorphic
function on M . Thus we have the map ϕ 7→ ϕ◦f from Mer(N) to Mer(M). We will
denote this map by f∗. Obviously, f∗ : Mer(N) → Mer(M) is a field embedding.

3.1. K-meromorphic finite coverings. Recall that a continuous map between
topological spaces f : X → Y is called an n-covering map, where n ∈ N>0, if every
b ∈ Y has an open neighborhood V such that f−1(V ) consists of n pairwise disjoint
sets U1, . . . , Un and f maps each Ui homeomorphically onto V . We call it a finite
covering map if it is an n-covering map for some n. The following is immediate.

Claim 3.1.1. A continuous map between Hausdorff topological spaces f : X → Y
is an n-covering if and only if f is a local homeomorphism and |f−1(b)| = n for
any b ∈ Y .

Definition 3.1.2. A K-meromorphic map f : M → N between K-manifolds is a
K-meromorphic n-covering map if there is a Zariski open dense subset U of M and
a Zariski open dense subset V of N such that that U ⊂ dom(f) and f�U : U → V
is an n-covering.
It is called a K-meromorphic finite covering if it is a K-meromorphic n-covering
map for some n ∈ N>0.

Remark 3.1.3. It is not hard to see that if f : M → N is a K-meromorphic finite
covering then M and N have the same dimension.

Theorem 3.1.4. Let M,N be definably connected K-manifolds. If f : M → N is
a K-meromorphic n-covering then Mer(M) is a finite extension of f∗(Mer(N))
of degree at most n.
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Proof. By the Primitive Element Theorem, it is sufficient to show that for any
α(x) ∈ Mer(M) there are c1(y), . . . , cn(y) ∈ Mer(N) and a Zariski open dense
U ⊆ M such that

αn(x) + c1(f(x))αn−1(x) + · · ·+ cn−1(f(x))α(x) + cn(f(x)) = 0

for all x ∈ U . Obviously, we need to consider only non-constant α.
Let U ⊆ M and V ⊆ N be Zariski open dense subsets such that f : U → V

is an n-covering. Decreasing U and V if needed we can assume that α(x) is K-
holomorphic on U .

Using definable choice we can find definable ξ1, . . . , ξn : V → U such that
f−1(y) = {ξ1(y), . . . , ξn(y)} for all y ∈ V .

For i = 1, . . . , n, let si(t1, . . . , tn) be the i-th basic symmetric polynomial in
n variables.

Consider functions ci from V into K, defined as

ci(y) = (−1)isi

(
α(ξ1(y)), . . . , α(ξn(y))

)
.

Using the symmetry of si’s, it is not difficult to see that each ci is K-holomorphic
on V (see [13, bottom of p.16] for a similar argument).

For x ∈ U and y = f(x) we have
∏n

i=1

(
x− α(ξi(y))

)
= 0.

Thus

αn(x) + c1(f(x))αn−1(x) + · · ·+ cn−1(f(x))α(x) + cn(f(x)) = 0

on U . �

4. The structure A(M) and mild manifolds

Let M be a K-manifold. We denote by A(M) the first order structure whose
universe is M and basic relations are K-analytic subsets of Cartesian powers of
M .

Remark 4.0.5. The structure A(M) depends, by definition, on the ambient o-
minimal structure R (because the definition of a K-analytic set depends on that
structure).

Let R∗ be an |R|+-saturated elementary extension of R. We denote by R∗

the universe of R∗, by K∗ its algebraic closure and for an R-definable subset
X ⊆ Rn we denote by X∗ the set of its R∗-points. It is easy to see that M∗ is a
K∗-manifold, and as was pointed out earlier, if A is a K-analytic subset of M then
A∗ is K∗-analytic subset of M∗. We let A(M∗) denote the first order structure
whose universe is M∗ and basic sets are K∗-analytic subsets of Cartesian powers
of M∗.

It is easy to see that there is a reduct M̃ of A(M∗) such that M̃ is an
|M |+-saturated elementary extension of A(M). However, as is shown in [13], the
structures A(M∗) and M̃ may differ, in terms of their definable sets. For more on
the relationship between A(M∗) and M̃ , in the case where R = Ran, see [11].
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4.1. Mild manifolds. Our notion of a mild manifold was inspired by Zilber’s ob-
servation that compact complex manifolds with their analytic structure, eliminate
quantifiers (see [20]).

Definition 4.1.1. We say that a K-manifold M is mild if the structure A(M)
admits quantifier elimination.

If A(M) is mild then every definable X ⊂ Mk can be written as X =⋃k
i=1(Ai \ Bi), where Ai ⊂ Bi are K-analytic subsets of Mk and each Ai is irre-

ducible. It follows that the topological closure of X is the union of the Ai’s and
therefore K-analytic itself. It is not difficult now to conclude:

Theorem 4.1.2. Let M be a mild K-manifold, A ⊂ Mn a K-analytic irreducible
subset, and π : Mn → Mk a projection. Then the topological closure cl(π(A)) of
π(A) is an irreducible K-analytic subset of Mk and cl(π(A))\F ⊂ π(A) for some
K-analytic subset F $ cl(π(A)).

Example 4.1.3. According to [14, Theorem 8.3], every definably compact K-
manifold (and in particular every compact complex manifold) is mild.

The example above together with the theorem below provide us with a wide
class of mild K-manifolds.

Theorem 4.1.4. Let M be a mild K-manifold and A ⊂ M a K-analytic subset
of M . Then
(i) M \A is a mild manifold.
(ii) If A is irreducible then RegK(A) is a mild K-manifold.

Proof. (i) Follows from Theorem 2.3.3, while (ii) follows from Theorem 2.3.4. �

Example 4.1.5. As the theorem below shows, the unit disk D ⊆ K is not a mild
K-manifold, in any o-minimal structure over R.

Claim 4.1.6. For a definable open nonempty subset U ⊆ K the following condi-
tions are equivalent.

(1) U is co-finite in K.
(2) U is a mild K-manifold.
(3) The structure A(U) is strongly minimal.

Proof. (1) ⇒ (2). If U ⊂ K is co-finite then, by Theorems 2.3.2 and 2.3.3, the
structure A(U) is the same as the structure induced on U by algebraic sets, hence
it is strongly minimal.

(2) ⇒ (3). Since dimK(U) = 1 all proper K-analytic subsets of U are finite. By
quantifier elimination, every A(U)-definable subset of U is either finite or co-finite.
Since o-minimal structures have uniform finiteness property, the structure A(U)
is strongly minimal.

(3) ⇒ (1). Assume now that U is not co-finite in K and let X = K \U . Obviously,
for any c ∈ K the them map x 7→ c + x is a bijection between U and c + U that
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induces bijection between A(U)-definable sets and A(c + U) definable sets. Thus
we may assume 0 ∈ U . For every a ∈ K the set {(x, y) ∈ U × U : x = ay} is a
K-analytic subset of U ×U , hence the set aU ∩U is definable in A(U). If we take
a close enough to 0 so that aX ∩ U is infinite, we obtain that aU ∩ U is infinite
and co-infinite. Hence A(U) is not strongly minimal. �

We need the following technical result.

Lemma 4.1.7. Let M be a mild K-manifold, A an irreducible K-analytic subset
of Mn, π : Mn → Mk a projection such that π(A) is infinite, and let B be the
topological closure of π(A) in Mk. Then there is a Zariski open dense subset U of
RegK(A) such that π has a constant rank on U and π(U) is a Zariski open dense
subset of RegK(B).

Proof. Let r be the maximal rank of f , restricted to the manifold RegK(A). As
was pointed out earlier, there exists a Zariski open dense subset U0 ⊆ RegK(A)
such that π has constant rank r on U0. The set π(U0) is dense in B hence, by
quantifier elimination, π(U0) contains a Zariski open dense subset W of B. We
can now take U = π−1(W ∩ RegK(B)). �

4.1.1. Some open questions on mild manifolds. Claim 4.1.6 suggests an immediate
question:
Question. Is it true that a definable open U ⊂ Kn is mild iff it is Zariski open in
Kn?

Question. Let M be a K-manifold. Assume that A(M) is strongly minimal, or
even stable. Is M necessarily mild?
Question. Let M,N be mild K-manifolds. Is M ×N necessarily mild?

Let R∗ � R, R∗, K∗ and M̃ and A(M∗) be as in Remark 4.0.5. Notice that
if A(M) is mild then the structure M̃ eliminates quantifiers. However, one can still
ask:
Question Let R∗, M∗, A(M∗) and M̃ be as in Remark 4.0.5. Assume that A(M)
is mild.

1. Is the structure A(M∗) mild as well?
2. Does A(M) remain mild in every o-minimal expansion of the structure R?

4.2. Generic Types. Let M be a mild K-manifold. If A is an irreducible K-
analytic subset of Mn then, by quantifier elimination, in the structure A(M) the
set {U ⊂ A : U is Zariski open and dense in A} is contained in a unique complete
n-type over M . As usual we will call this type a generic type of A. Conversely, if
p is a complete n-type over M and A ∈ p is an irreducible K-analytic subset of
minimal K-dimension then p is the generic type of A.

4.3. Strongly minimal mild K-manifolds.

Definition 4.3.1. A K-manifold M is called a strongly minimal mild K-manifold
if it is mild and the structure A(M) is strongly minimal.
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Since every o-minimal structure has uniform bounds on definable families of
finite sets, it follows that a mild K-manifold M is strongly minimal if and only
if every proper K-analytic subset of M is finite. In particular, every definably
connected definably compact 1-dimensional K-manifold is strongly minimal and
mild.

Theorem 4.3.2. If M is a strongly minimal mild manifold then the structure
A(M) is a Zariski geometry with K-analytic subsets taken as closed ones.

Proof. Using the dimension theorem [14, Theorem 7.3], it is easy to see that
strongly minimal mild manifolds with K-analytic subsets satisfy the axioms of
Zariski geometries from [8]. �

Our main goal in this section is to prove the following theorem.

Theorem 4.3.3. Let M be a mild strongly minimal K-manifold. The structure
A(M) is locally modular if and only if Mer(M) = K.

We will need several claims.

Claim 4.3.4. Let M be a strongly minimal mild K-manifold. Then for any n ∈
N>0 the generic type of Mn is the unique n-type in A(M) whose Morley rank is
n.

Proof. Easy, by induction on n. �

Claim 4.3.5. Let M be a strongly minimal mild K-manifold and A ⊂ Mn an
irreducible K-analytic subset. Then there is a projection π : Mn → Mk such that
π�RegK(A) : RegK(A) → Mk is a K-meromorphic finite covering.

Proof. Let p(x̄) be the generic type of A. Notice that the formula x ∈ RegK(A)
belongs to p. Let ā = (a1, . . . , an) be a realization of p in some elementary extension
M̃ of A(M) (see discussion in Remark 4.0.5).

Let k be the Morley rank of p. After permuting coordinates if needed, we
may assume that in the structure M̃ , the elements a1, . . . , ak are algebraically
independent over M and ā is in the algebraic closure of a1, . . . , ak. Let π : Mn →
Mk be the projection on-to the first k-coordinates.

By Claim 4.3.4, (a1, . . . , ak) realizes the generic type of Mk. Thus there is
m ∈ N>0 such that the set

V0 = {x ∈ Mk : |π−1(x) ∩ RegK(A)| = m}

is Zariski open and dense in Mk.
Let U0 = π−1(V0) ∩ RegK(A). Obviously it is a Zariski open subset of

A. By Theorem 4.1.7 there is a Zariski open dense U ⊂ U0 such that π � U
has constant rank and V = π(U) is a Zariski open dense subset of Mk. It is
easy to see that π � U : U → V is a K-holomorphic m-covering, and therefore
π�RegK(A) : RegK(A) → Mk is a K-meromorphic finite covering. �
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Claim 4.3.6. Let M be a strongly minimal mild K-manifold and f : M → K
a non-constant K-meromorphic function. Then f : M → K is a K-meromorphic
finite covering. In particular dimK(M) = 1.

Proof. Let U ⊂ M be a Zariski open set on which f is K-holomorphic. By the
strong minimality of A(M), the set M \ U is finite. Because f is nonconstant,
the set f(U) is infinite. It follows that the set {u ∈ U : df(u) = 0} is a proper
K-analytic subset of U which, by 2.3.4, is also definable in A(M), hence must
be co-finite. Shrinking U , if needed, we may assume that the differential of f is
nowhere zero on U .

Consider the equivalence relation E on U defined as xEy ⇐⇒ f(x) = f(y).
Clearly, E is a K-analytic subset of U × U and, by Theorem 2.3.3, it is definable
in A(M). By strong minimality, almost all E-classes have the same (finite) size.
Shrinking U again, if needed, we may assume that all E-classes have the same
size n. In particular, we already see that dimK M = dimK K = 1, and by our
assumption on df , the map f : U → f(U) is a n-covering map. We are left to show
that f(U) is Zariski open and dense in K, i.e. is co-finite in K.

Since for any K-analytic subset A ⊆ f(U) the closure of f−1(A) in M is
K-analytic in M we obtain that the structure A(f(U)) is isomorphic to a reduct
of the structure on U/E induced by A(M). Since A(M) is strongly minimal, it
implies that A(f(U)) is strongly minimal as well, and, by the Claim 4.1.6, f(U)
is co-finite in K. �

As a corollary we obtain one of the directions in Theorem 4.3.3.

Corollary 4.3.7. Let M be a mild strongly minimal K-manifold. If Mer(M) 6= K
then the structure A(M) is not locally modular.

Proof. If Mer(M) 6= K then, by the previous claim, there is a K-meromorphic
finite covering f : M → K. It is easy to see that the field K is interpretable in
A(M), hence A(M) is not locally modular. �

4.3.1. Proof of Theorem 4.3.3. In this section we prove the second direction of
Theorem 4.3.3. We fix a strongly minimal mild K-manifold M with Mer(M) = K
and will show that A(M) is locally modular.

Claim 4.3.8. (1) For any n ∈ N>0 we have Mer(Mn) = K
(2) For any irreducible K-analytic subset A ⊂ Mn, we have

Mer(RegK(A)) = K.

Proof. (1) is easy.
(2) By Theorem 4.3.5 there is a projection π : Mn → Mk such that π : RegK(A) →
Mk is a K-meromorphic finite covering. Applying Theorem 3.1.4 we obtain that
Mer(RegK(A)) is a finite extension of Mer(Mk) = K. Since K is algebraically
closed, it does not have proper finite extensions, hence Mer(RegK(A)) = K. �

Towards getting a contradiction we assume that A(M) is not locally modular.
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Remark 4.3.9. The work [8] of Hrushovski and Zilber on Zariski structures im-
plies that if M is not locally modular then it is a finite cover of an algebraic curve
over an A(M)-definable field. However, because we need a more direct relation-
ship to our underlying field K we take a different, more analytic, approach. The
method we are using below is based on the techniques of Camapana and Fujiki
in the setting of compact complex manifolds, as interpreted in [18] by Pillay and
Ziegler and, in the o-minimal setting, in [14].

Let R∗ � R be an |R|+-saturated elementary extension of R. We let R∗, K∗,
A(M∗) and M̃ � A(M) be as in Remark 4.0.5. Notice that since every m ∈ M is
a K-analytic subset of M , we have that M = acl(∅) in M̃ .

Since A(M) is not locally modular and M̃ is sufficiently saturated, there are
a ∈ (M∗)2, bi ∈ (M∗)l, i ∈ ω, and an A(M)-formula θ(x, y) such that in the
structure M̃ :

(1) tp(abi) = tp(abj) for all i, j ∈ ω;
(2) tp(a/bi) is strongly minimal for each i ∈ ω;
(3) M̃ |= θ(a, bi) for all i ∈ ω;
(4) θ(x, bi) ∧ θ(x, bj) is finite for all i 6= j ∈ ω.

Let C ⊂ M2+l be the irreducible K-analytic subset such that tp(ab0) is the
generic type of C. By quantifier elimination we can assume that θ(x, y) defines a
Zariski open dense subset W0 of C. We will denote by π2 and πl the projections
π2 : M2+l → M2 and πl : M2+l → M l. Let A be the topological closure of π2(C)
in M2 and let B be the topological closure of of πl(C) in M l. By Theorem 4.1.2,
A is an irreducible K-analytic subset of M2 and B is an irreducible K-analytic
subset of M l.

Applying Theorem 4.1.7 we can find a Zariski open dense subset W ⊂ W0 ∩
RegK(C) such that:

(a) both π2 and πl have constant rank on W ;
(b) the set U = π2(W ) is a K-submanifold of M2 and Zariski open in A;
(c) the V = πl(W ) is a K-submanifold of M l and Zariski open in B.

We will consider W as a K-submanifold of U × V .
We now work in the structure R∗. For y ∈ V ∗ let

U∗
y = {x ∈ U∗ : (x, y) ∈ W ∗}.

Applying Theorem 9.1 from[16]2 we obtain that there is a K∗-holomorphic
vector bundle τ : L → U∗ and K∗-holomorphic map µ : W ∗ → P(L) such that the

2Theorem 9.1 and its proof in [16] were formulated in the context of the real field, however
the proof was written with the nonstandard setting in mind and carries over to our setting
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following diagram is commutative:

W ∗ P(L)

U∗

w

µ

[
[[]

π2
�

��� τ1

and µ(x, y) = µ(x, y′) if and only if U∗
y = U∗

y′ near x.
Since the type tp(ab0) is the generic type of C we obtain that (abi) ∈ W ∗ for

all i ∈ ω, and, since U∗
bi
∩ U∗

bj
is finite for i 6= j, we have that µ(a, bi) 6= µ(a, bj)

for i 6= j.
Let V ∗

a = {y ∈ V ∗ : (a, y) ∈ W ∗}. Notice that all bi are in V ∗
a . After fixing

a basis for τ−1(a) we can identify τ−1
1 (a) with a projective space Pd(K∗). Let

f : V ∗
a → Pd(K∗) be the map y 7→ µ(a, y). Obviously f is K∗-holomorphic, and,

since f(bi) 6= f(bj) for i 6= j, we have that the range of f is infinite.
Since R∗ is an elementary extension of R, we can find α ∈ V and K-

holomorphic map g from Vα = {y ∈ V : (α, y) ∈ W} into Pd(K) whose image
is infinite. It is not hard now to derive a contradiction to Claim 4.3.8(2).

This finishes the proof of Theorem 4.3.3.

5. On the non-standard Riemann existence theorem

Recall that the classical Riemann existence theorem states that every com-
pact Riemann surface is bi-holomorphic with an algebraic curve. This theorem
fails in the category of K-analytic manifolds. Namely, there is an example of a
definably compact K-manifold of K-dimension one that is not K-biholomorphic
with an algebraic curve (see [15, Corollary 5.6]).

In fact, Riemann existence theorem can be restated as having two parts.

Theorem 5.0.10 (Riemann existence theorem). Let M be a compact connected
Riemann surface.

(1) There exists a non-constant holomorphic map π : M → P1(C).
(2) For any such π there is a non-singular algebraic curve Γ over C, a regular

map τ : Γ → P1(C) and a bi-holomorphic map f : M → Γ such that π =
τ◦f .

The second part of the above theorem can be restated slightly more generally.

Theorem 5.0.11. Let B be a co-finite subset of C, X a topological manifold,
and π : X → B a finite covering. Then there exist an affine non-singular algebraic
curve Γ over C, a regular map τ : Γ → B and a homeomorphism f : X → Γ such
that π = τ◦h.

Remark 5.0.12. The above theorem is well-known, but since we could not find
it anywhere in the literature, we will outline its proof.

By adding finitely many points, X can be topologically embedded into a
compact Riemann surface X̂ so that π extends to a holomorphic map π̂ : X̂ →
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P1(C) (see [1, page 82] for details). By 5.0.10(2), X̂ is bi-holomorphic with an
algebraic curve Γ̂, hence X is homeomorphic to a co-finite subset Γ of Γ̂.

Obviously Γ is not compact, hence Γ is a proper subset of Γ̂. Using Riemann-
Roch theorem we can find sufficiently many rational functions on Γ̂ that are regular
on Γ, and embed Γ into an affine space.

Our main goal below is to prove an analogue to Theorem 5.0.11 for definable
finite coverings of co-finite subsets of K.

5.1. Definable covering maps. We refer to [3] for a definition of a definable
space. We always assume that a definable space is definably regular. We
use I to denote the closed interval [0, 1] in R.

Definition 5.1.1. By a definable covering map we mean a definable map π : X →
B between definable spaces that is also a finite covering. A definable n-covering
map π : X → B is called trivial if X consists of n definable disjoint sets X1, . . . , Xn

and π maps each Xi homeomorphically onto B.
A definable isomorphism of two definable covering maps π : X → B and

ρ : Y → B is a definable homeomorphism f : X → Y such that ρ◦f = π.

Remark 5.1.2. In [5] a definable covering map is defined differently. We will show
in Appendix A that in fact both definitions are equivalent. Also, since proofs of
some basic properties of definable covering maps are almost identical to analogous
statements from Algebraic Topology, we present them in Appendix.

Our goal is to prove the following theorem.

Theorem 5.1.3. Let B ⊆ K be a co-finite subset, X a definably regular definable
space, and π : X → B a definable covering map. Then there exist a non-singular
affine algebraic curve Γ over K, a regular map ρ : Γ → B and a definable homeo-
morphism f : X → Γ such that ρ◦f = π.

To prove the above theorem we will count, up to definable isomorphisms, the
number of definable n-covering maps of a co-finite B ⊆ K and then, using classical
Riemann existence theorem, show that every such covering can be realized by an
affine algebraic curve.

We will need the following claim whose proof is given in Appendix.

Claim 5.1.4. Let π : X → B be a definable covering map. If B is definably con-
tractible then π is trivial.

5.1.1. Definable Paths. Recall that if X is a definable space then a definable path
in X is a definable continuous function σ : I → X. If σ : I → X is a definable path
then the point σ(0) ∈ X is called the initial point of σ, the point σ(1) is called the
end point of σ, and we also say that σ is a definable path from σ(0) to σ(1).

A closed path or a loop is a a definable path whose initial point coincides
with the end point. If a path σ is a loop with the initial point p then we also say
that p is the base point of the loop σ.
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Let π : X → B be a definable covering map and σ : I → B a definable path.
As usual, a definable path τ : I → X is called a lift of σ if σ = π◦τ .

Claim 5.1.5. Let π : X → B be a definable covering map, σ : I → B a definable
path and τ1, τ2 : I → X two definable lifts of σ. If τ1(t) = τ2(t) for some t ∈ I then
τ1(t) = τ2(t) for all t ∈ I,

Proof. The set J = {t ∈ I : τ1(t) = τ2(t)} is both open and closed in I. Since I is
definably connected, J = I or empty. �

The proof of the following claim is presented in Appendix.

Claim 5.1.6 (Path lifting). Let π : X → B be a definable finite covering map and
σ a definable path in B with the initial point b. Then for every p ∈ π−1(b) there is
a unique definable lift τ of σ with the initial point p.

Following [5] we will denote the end point τ(1) of the above path τ by p ? σ.

5.2. K-holomorphic finite cover. In this paper we are interested only in cov-
erings of open subsets of K. Let B be an open definable subset of K and X a
K-manifold. A K-holomorphic covering map is a K-holomorphic map π : X → B
such that π is also a definable covering map.

Claim 5.2.1. Let B ⊆ K be a definable open set, X1, X2 be K-manifolds, and
let πi : Xi → B, i ∈ {1, 2}, be K-holomorphic covering maps. If f : X1 → X2 is a
definable isomorphism of definable covering maps then f is K-holomorphic.

Proof. Let σ be the isomorphism of the two coverings. Since every definable cov-
ering map is locally a bijection, we have locally σ = π1π

−1
2 so σ is K-holomorphic.

�

5.3. Counting definable covering maps of a punctured plane. We follow
ideas from [9].

We fix integers n, k and k distinct points s1, . . . , sk ∈ R2. Let S = {s1, . . . , sk}
and B = R2 \ S.

We choose a base point O ∈ B such that for any si ∈ S the straight line
through O and si does not contain any other point sj ∈ S.

For every i = 1, . . . , k let ri be the ray in K with endpoint O that passes
through si, and let r+

i denotes the part of ri without the segment [O, si), i.e.

ri = {t ·
−−→
Osi : t ∈ R>0} and r+

i = {t ·
−−→
Osi : t ∈ R>0, t > 1}.
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Let U = R2 \
⋃k

i=1 r+
i . Obviously U is definably

contractible and is contained in B.
By Claim 5.1.4, if π : X → B is a definable n-covering
map then the restriction of π onto π−1(U) is trivial.
Thus to describe π we only need to specify how com-
ponents of π−1(U) are glued along π−1(r+

i ∩ B). We
fix a small positive ε ∈ R such for each si the disk Di

of radius ε centered at si does not contain neither O
nor any other sj ∈ S.

For each i = 1, . . . , k we pick a loop σi in B with
base O that starts at O travels towards si along the ray
ri until it reaches the boundary of Di, then it travels
once counter-clock-wise along the boundary of Di, and
then comes back to O along ri.

O

s1
s2

s3

r3
+

r 2
+

r 1
+

U

O

s3

s1

s2

Let π : X → B be a definable n-covering map. For i = 1, . . . , k let αi be the
permutation of π−1(O) defined as αi : p 7→ p∗σi. After an enumeration of π−1(O),
the sequence α1, . . . , αk will correspond to a tuple (g1, . . . , gk) ∈ Sym(n)k. We will
denote by bg1, . . . , gkc the conjugacy class of (g1, . . . , gk), namely

bg1, . . . , gkc = {(hg1h
−1, . . . , hgkh−1) : h ∈ Sym(n)}

Obviously, the tuple (g1, . . . , gk) depends on an enumeration of π−1(O), but its
conjugacy class does not.

We call the conjugacy class bg1, . . . , gkc the monodromy data of the covering
π : X → B (with the base point O).

Theorem 5.3.1. For every tuple (g1, . . . , gk) ∈ Sym(n)k, up-to a definable iso-
morphism, there is a unique definable n-covering π : X → B with the monodromy
data bg1, . . . , gkc.

Proof. For existence we will actually show that every monodromy data can be
realized by a semi-algebraic covering.

We choose pairwise disjoint tubular neighborhoods Vi

of r+
i in B. We denote by V l

i and V r
i the left and the

right connected components of Vi ∩ U .
Let X1 = U×{1, . . . , n}, X2 =

⋃k
i=1 Vi×{1, . . . , n},

and A =
⋃k

i=1(V
l
i ∪ V r

i ) × {1, . . . , n}. We consider A
as a subset of X1. Let f : A → X2 be the map defined
as

O

s1
s2

s3

U
V2

V
1
l V1

r

f((p, j)) =

{
(p, j) if p ∈ V r

i

(p, gi(j)) if p ∈ V l
i .
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Let X = X1

∐
f X2 be the space obtained by attaching X1 to X2 via f

(see [3, Chapter 10, Section 2.9] for a precise definition), and π : X → B be the
map (p, j) 7→ p. It is easy to see that π is a definable n-covering map with the
monodromy data bg1, . . . , gkc.

For a uniqueness, let τ : Y → B be a definable n-covering with the mon-
odromy data bg1, . . . , gkc.

We can choose an enumeration of π−1(O) so that, with respect to this enu-
meration, αi = gi for i = 1, . . . , k. It is not hard to see that the covering τ : Y → B
is definably isomorphic to the semialgebraic covering π : X → B constructed
above. �

Corollary 5.3.2. For any integers k, n ∈ N>0 there is a number N(k, n) such that
for any set S ⊆ R2 with |S| = k up to a definable isomorphism there are exactly
N(k, n) definable n-covering maps π : X → R2 \ S. This number N(k, n) depends
on n and k only and does not depend on neither the structure R, nor the set S.

Proof. It follows from the previous discussion that the number N(k, n) is equal to
the number of conjugacy classes in Sym(n)k. �

5.3.1. The classical case. In the case, when the field R is the field of the real
number, it is not hard to see that two definable n-coverings of a co-finite subset
of R2 are definably isomorphic if and only if they are isomorphic topologically.

Indeed, let πi : Xi → B, i = 1, 2, be definable n-coverings of a co-finite subset
B of R2. If f : X1 → X2 is a homeomorphism, then, since in this case Claim 5.1.4
and Claim 5.1.5 hold without definability assumptions (e.g. see [7]), π1 and π2

have the same monodromy data, hence definably isomorphic.

5.4. Proof of Theorem 5.1.3. We need the following claim.

Claim 5.4.1. Let n ∈ N, B ⊆ K a co-finite subset, Γ a non-singular affine
algebraic curve over K, and π a regular function on Γ. Then π : Γ → B is a
definable n-covering (with respect to the induced R-topology) if and only if π is
surjective and the size of π−1(y) is exactly n for every y ∈ B.

Proof. By Claim 3.1.1, we need only to check that π is a local homeomorphism.
Since Γ is non. Let Γ1, . . . ,Γl be the irreducible components of Γ, and let πi = π�Γi.

For i = 1, . . . , l and y ∈ B we have that |π−1(y)| 6 deg(πi) with equality for
almost all y ∈ B. Thus the sum of degrees of πi is n, and |π−1

i (y)| = deg(πi) for
all y ∈ B.

Thus every πi is an unramified finite map, its differential does not vanish
anywhere on Γi, (see [19, Chapter II, Section 6.3, Theorem 5]), hence it is a local
diffeomorphism �
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The above claim allows us to give a purely algebraic definition of an algebraic
n-covering. Namely, let B ⊆ K be a co-finite subset. A pair 〈Γ, π〉 is an algebraic
n-covering of B if Γ is a non-singular affine algebraic curve over K, π is a regular
function on Γ, B is the range of π, and |π−1(y)| = n for all y ∈ B. Two algebraic
n-coverings 〈Γ, π〉 and 〈Γ′, π〉 are isomorphic if there is a regular map f : Γ → Γ′

such that π = π′◦f . If L is a subfield of K and both Γ and π are defined over L
then we say that 〈Γ, π〉 is a covering over L.

Theorem 5.4.2. Let 〈Γ, π〉 and 〈Γ′, π′〉 be two algebraic n-coverings of a co-finite
set B ⊂ K, |KrB| = k. Then they are isomorphic as algebraic covers if and only
if they are isomorphic as definable covering maps.

In particular, there are at most N(k, n) (see 5.3.2) algebraic n-coverings of
B, independently of K and of B.

Proof. Clearly, every algebraic isomorphism of the two covers is also definable, so
we need to prove the converse.

Assume that σ : Γ → Γ′ is a definable isomorphism. Because Γ ⊂ Kn and
Γ′ ⊂ Km are non-singular curves, they are K-manifolds. By Claim 5.2.1, the map
σ is K-holomorphic, hence by our version of Chow’s Theorem (Theorem 2.3.2), it
is an algebraic map. The final clause follows from 5.3.2. �

Thus, in order to prove Theorem 5.1.3 it is sufficient to prove the following
purely algebraic result.

Theorem 5.4.3. Let L be an algebraically closed field characteristic zero, B ⊆ L
a co-finite subset, k = |LrB|. Then there are exactly N(k, n) non-isomorphic
algebraic n-coverings of B defined over the field L.

Proof. We fix integers n and k.
For an algebraically closed characteristic zero field L and a co-finite sub-

set B ⊆ L with |L \ B| = k we will denote by N ′(L,B) the number of non-
isomorphic algebraic n-coverings of B defined over the field L. We need to prove
that N ′(L,B) = N(k, n).

Remark 5.4.4. Using the equivalence of categories of algebraic finite coverings
and ramified extensions of L(X), this result can be derived from the main result
of [4]. Here we present an alternative proof.

It follows from Theorem 5.4.2 that N ′(L,B) 6 N(k, n), and we only need to
show that N ′(L,B) > N(k, n).

First notice that the above inequality holds in the case L = C. Indeed,
by Corollary 5.3.2 (applied to the o-minimal real field), and discussion in Sec-
tion 5.3.1, there are N(k, n)-many different topological n-coverings of B ⊆ C. By
Theorem 5.0.11 (i.e., by the classical Riemann existence Theorem), every such
covering is topologically isomorphic to an n-algebraic covering of B. We therefore
have N(k, n)-many algebraic n-coverings of B that are non-isomorphic as algebraic
curves (since they are not even topologically isomorphic).
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For the purpose of getting a contradiction we assume that for some alge-
braically closed characteristic zero field L and B ⊆ L with |L \ B| = k such that
N ′(L,B) < N(k, n). Let N ′ = N ′(L,B).

Let 〈Γ1, π1〉, . . . , 〈ΓN ′ , πN ′〉 be non-isomorphic algebraic coverings of B de-
fined over L. Thus if 〈Γ, π〉 is an algebraic covering of B defined over L then it is
isomorphic to one of the 〈Γi, πi〉′s. Let S = L \ B. By restricting ourselves to a
subfield of L over which S and Γi, πi are all defined we may assume that L is a
countable field.

Since the field C is saturated, we can embed L into C and assume that L is
a countable subfield of C. Let Γ̃i and π̃i be C-points of Γi and πi respectively; and
let B̃ = C \ S

Since N ′ < N(k, n), it follows from the case L = C that there exists an alge-
braic n-covering 〈C, ρ〉 of B̃ that is not isomorphic over C to any of the 〈Γ̃i, π̃i〉′s.
As we will show, this cover is isomorphic to a cover over L and this leads to a
contradiction.

We choose polynomials p1(x̄, ū), . . . , pm(x̄, ū), q(x̄, ū) over Z, and d̄ ∈ Cl such
that C = {z̄ ∈ Cs : p1(z̄, d̄) = · · · = pm(z̄, d̄) = 0} and ρ = q(x̄, d̄).

For ā ∈ Cl let Cā = {z̄ ∈ Cs : p1(z̄, ā) = · · · = pm(z̄, ā) = 0} and ρā = q(x̄, ā).
It is easy to see that the set

A = {ā ∈ Cl : 〈Cā, ρā〉 is an algebraic n-covering of B̃}

is definable (in the language of rings) over the field L.
Consider the equivalence relation E on A given as

E(ā, ā′) iff the algebraic coverings 〈Cā, ρā〉 and 〈Cā′ , ρā′〉 are isomorphic.

It is not hard to see that E(x̄, x̄′) is
∨

-definable over L, i.e. it is a countable
union of sets definable over L.

By 5.4.2, E has at most N(k, n)-many classes. Since C is ℵ1-saturated, every∨
-definable equivalence relation on A with finitely many classes must be definable

(every E-class is
∨

-definable with
∨

-definable complement, hence definable). Since
L is elementary substructure of C, and E is a definable (over L) equivalence relation
with finitely many classes, every E-class must have a representative in L. Thus
there is d̄′ ∈ Ll with E(d̄, d̄′). The algebraic covering 〈Cd̄′ , ρd̄′〉 is defined over L
and is not isomorphic to any of the 〈Γi, πi〉′s. A contradiction. �

This ends the proof of Theorem 5.1.3.

6. Proof of the main theorem

In this section we will prove the main theorem stated in the introduction.

Theorem 6.0.5. Let M be a strongly minimal mild manifold. Then either the
structure A(M) is locally modular or M is K-biholomorphic to a non-singular
algebraic curve over K.
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Proof. Assume A(M) is not locally modular. Then, by Theorem 4.3.3, there is a
non-constant K-meromorphic π : M → K. By Claim 4.3.6, there is a finite subset
Z ⊆ M and a finite subset S ⊆ K such that π : M \Z → K \S is a K-holomorphic
finite covering. Using Theorem 5.1.3 we can find a non-singular affine curve Γ and
a K-biholomorphism g : M \ Z → Γ.

Since M is definably connected and Z is finite, M \Z is definably connected,
hence Γ is irreducible.

Taking a projectiviztion of Γ and then, if needed, a normalization, we can
find a non-singular projective curve C and an injective regular map h : Γ → C
whose range is co-finite in C. Composing g with h we obtain a K-holomorphic
injective map f : M \ Z → C whose range is co-finite in C.

We first claim that f can be extended to a K-holomorphic map F : M → C.
Notice that dimK M = 1 and C is definably compact (as a definable closed

subset of a projective space). Let Gf ⊆ M × C be the graph of f and A its
topological closure. By [14, Corollary 9.1], A is a K-analytic subset of M × C.
Since the o-minimal dimension of Gf is 2 we have that o-minimal dimension of A
is also 2.

Since all proper k-analytic subsets of C are finite, for every m ∈ M the set
Am = A∩ ({m}× C) is either finite or co-finite. Because the o-minimal dimension
of A \Gf is at most one, for every z ∈ Z, the set Az must be finite.

Pick z ∈ Z. Let U ⊆ M be a definable open subset of M definably K-
biholomorphic to an open disk D ⊆ K with U ∩ Z = {z}. By [12, Theorem
2.37], it is sufficient to show that f can be extended continuously to z. Since C
is definably compact, f(γ(t)) has a limit in C for every definable curve γ(t) in M
approaching z, hence Az is not empty. Since U \ {z} is definably connected, Az is
also definably connected (see [12, Fact 2.2]), hence it contains exactly one point.
Using the definable compactness of C it is not hard to see that A is the graph of
a continuous function F : M → C extending f .

We claim that F is injective. Indeed if F (a) = F (b) for some a 6= b ∈ M , then,
by Open Mapping Theorem [12, Corollary 2.34], for every a′ ∈ M close enough to
a there is b′ ∈ M close enough to b such that F (a′) = F (b′). This contradicts to
the injectivity of f .

Let C′ be the range of F . Then C′ is a quasi-projective smooth curve K-
biholomorphic to M . �

Example 6.0.6. As was shown in [15], there are one-dimensional definably com-
pact K-groups (these are K-manifolds with K-holomorphic group operations)
which are not isomorphic as K-manifolds to any algebraic curve. It follows from
Theorem 6.0.5 that the every such K-group, with all its induced K-analytic struc-
ture, is locally modular.

Appendix A. More on definable finite covers
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Proof of Claim 5.1.6. Let π : X → B be a definable n-covering map,
σ : I → B a definable path with the initial point b, and p ∈ π−1(b).

Uniqueness follows from Claim 5.1.5, and we only need to show existence of
a lift τ : I → X of σ with the initial point p.

Using definable choice we can find n definable functions g1 . . . , gn : B → X
such that π−1(z) = {g1(z), . . . , gn(z)} for all z ∈ B. Using basic properties of
o-minimal structures we can find 0 = t0 < t1 < . . . < tk = 1 such that for
every j = 1, . . . , n and i = 1, . . . , k the function hj(t) = gj(σ(t)) is continuous on
(ti−1, ti). By induction on i = 0, . . . , k we construct a definable continuous function
τi : [0, ti] → X such that τi(0) = p and π◦τi = σ on [0, ti]. We set τ0(0) = p. Assume
we have τi. Let V be a definable open neigbourhood of τi(ti) such that π maps
V homeomorphically onto an open neighborhood U of σ(ti). It is not hard to see
that there is unique j ∈ {1, . . . , n} such that gj(σ(t)) ∈ V for all t ∈ (ti, ti + ε) for
some sufficiently small ε > 0. Let

τ ′i+1 =

{
τi(t) if t ∈ [0, ti)
gj(σ(t)) if t ∈ (ti, ti+1).

Obviously τ ′i+1 is continuous on [0, ti+1) and π◦τ ′i+1 = σ on [0, ti+1). We now set
τi+1 = τ ′i+1 on [0, ti+1) and τi+1(ti+1) = q, where q is a unique point in π−1(ti+1)
with limt→t−i+1

τ ′i+1(t) = q. �

Remark A.0.7. It is not hard to see that the above prove can be generalized to
a definable family of definable paths. Namely if σa, a ∈ A, is a definable family of
definable paths in B, and f : A → X is a definable function with π(f(a)) = σa(0)
then there is a definable family of paths τa : I → X, a ∈ A, such that each τa is a
lift of σa with τa(0) = f(a).

Proof of Claim 5.1.4. Let π : X → B be a definable n-covering map with B
definably contractible, i.e. there is b ∈ B and a definable continuous F : B×I → B
such that

F (z, 1) = z and F (z, 0) = b for all z ∈ B.

We need to show that π is a trivial cover. Recall that a definable section of π is a
definable continuous map ρ : B → X such that π◦ρ = idB . If ρ is a definable section
of π then π restricted to X \ ρ(B) is a definable n − 1-covering map. Therefore,
applying an induction on n, it is sufficient to show that there is a definable section
of π.

We fix p ∈ π−1(b). For z ∈ B let σz be the definable path t 7→ F (z, t). Thus
we have a definable family σz, z ∈ B, of definable paths in B all with the same
initial point b. By the previous remark, there is a definable family τz, z ∈ B, of
definable paths in X all with the initial point p such that π(τz(t)) = F (z, t) for all
z ∈ B, t ∈ I. Let F̂ (z, t) : B × I → X be the map F (z, t) = τz(t). We have

π◦F̂ = F, F̂ (z, 0) = p for all z ∈ B,

and for each z ∈ B the map t 7→ F̂ (z, t) is continuous on I.
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Let ρ : B → X be the map z 7→ F̂ (z, 1). Clearly π◦ρ = idB , and it remains
to show that ρ is continuous.

Let z0 ∈ B and x0 = ρ(z0). We will show that ρ is continuous at z0.
Let σ = σz0 , and τ = τz0 . Thus σ is a path in B from b to z0, and τ is a path

in X from p to x0.
For a definable open subset U ⊆ B we say that π is trivial over U if π−1(U)

consists of n definably connected components.
Since B is definably normal space, by [3, Chapter 10, Theorem 1.8], it is

affine and we may assume that B ⊆ Rm. Let d(·, ·) : Rm × Rm → R be the
distance function on Rm.

For z ∈ B and ε ∈ R let Oε(z) = {z′ ∈ B : d(z, z′) < ε}.
For t ∈ I let h(t) = sup{ε ∈ R : π is trivial over Oε

(
σ(t)

)
}. Clearly, h is a

definable function from I to R>0∪{+∞}, and it is locally bounded from below, i.e
for every t ∈ I there is ε > 0 such that h(t′) > ε for all t′ ∈ I sufficiently close to
t. Since I is definably compact, an easy application of curve selection yields that
there is positive ε0 ∈ R such that h(t) > ε0 for all t ∈ I.

Since F is continuous, I definably compact, and F (z0, 1) = z0, it is not
hard to see that there is positive δ0 ∈ R such that for all z ∈ Oδ0(z0) we have
d(F (z, t), F (z0, t)) < ε0 for all t ∈ I. Increasing δ0 if needed, we may assume
δ0 6 ε0.

Let V be the definably connected component of π−1(Oδ0(z0)) containing x0.
We have that π maps V homeomorphically onto Oδ0(z0), and to show that ρ is
continuous at z0, it is sufficient to show that ρ(z) ∈ V for all z ∈ Oδ0(z0).

Let z′ ∈ Oδ0(z0). It is not hard to see that the set

A = {t ∈ I : τz′(t) and τ(t) are in the same

definably connected component of π−1
(
Oε0(σ(t))

)
}

is both open and close. Since I is definably connected and 0 ∈ A we have 1 ∈ A,
hence 1 ∈ A and ρ(z′) = τz′(1) ∈ V .

�

The following corollary shows that our definition of covering maps is equiva-
lent to the definition in [5]

Corollary A.0.8. Let π : X → B be a definable n-covering map. Then B can
be covered by finitely many open definable sets Vi, i = 1, . . . , k such that for each
π−1(Vi) consists of n pair-wise disjoint definable sets U1

i , . . . , Un
i and π maps each

U j
i homeomorphically onto Vi.

Proof. It is sufficient to show that B can be covered by finitely many open definable
definably contractible sets Vi. We can take Vi to be star neighborhoods of vertexes
in the barycentric subdivision of any triangulation of X. �
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