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ABSTRACT. Fixed points of Bregman-monotone operators are often solutions
of problems occurring in applications. Finding fixed points of such opera-
tors is usually done by computing orbits which happen to converge to fixed
points. Sometimes, the computation of the elements of the orbits of Bregman-
monotone operators is itself the result of an approximation process which
is affected by errors. We present sufficient conditions for inexact orbits of
Bregman-monotone operators to be weakly convergent to fixed points.

1. Introduction

Let X be a real Banach space with norm |||, let K be a nonempty, weakly
closed subset of X and let f: X — (—00,+00] be a lower semicontinuous Gateaux
differentiable function which is uniformly convex on bounded subsets of X and sat-
isfies K C int dom f. Recall (see [11, Proposition 4.2 and Corollary 4.3]) that lower
semicontinuous functions which are uniformly convex on bounded sets and have
domains with nonempty interiors exist only on reflexive Banach spaces. Therefore,
by assuming that a function f as described above exists we implicitly assume that
the space X is reflexive. We denote by X* the dual space of X and by |||, the
dual norm.

We follow [4] and call an operator T : K — K Bregman-monotone (with respect
to f) if it satisfies the following condition:

(1.1) ze€FixT=Vre K: (f(z)— f(Tz),z—Tz) <0.

Bregman-monotone operators are the cornerstones of a large class of algorithms
for solving variational inequalities, convex optimization problems, convex feasibil-
ity problems and equilibrium problems. Many algorithms in this class are built by
taking a Bregman-monotone operator 1" (relative to a conveniently chosen function
f) such that Fix T is contained in the solution set of the problem the algorithm is
supposed to solve and, then, by using the orbits of T, i.e., the sequences defined
by ¥ = T*z for all k € N, in order to approximate fixed points of T' (and, hence,
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solutions of the given problem). Among the best known Bregman-monotone oper-
ators involved in the build-up of such algorithms are the resolvents associated with
maximal monotone operators, the proximal point operators analyzed in their full
generality in [4] and the Cimmino-type operators presented in full generality in [8,
Chapter 2]. A large body of literature is dedicated to the convergence analysis of
the orbits of special classes Bregman-monotone operators (see [13], [8], [4] and the
references therein). It is mostly aimed at ensuring that the orbits of the Bregman-
monotone operators involved in computational procedures of interest in applications
converge weakly, and sometimes strongly, to fixed points of those operators. It was
repeatedly noted that, in applications, computing orbits of Bregman-monotone op-
erators can not always be done with absolute precision and, instead, one has some-
times to content himself with inezact orbits, that is, with sequences {y*}, o Such

that y* only approximates the value T%y. This naturally leads to the question of
whether, and in which conditions, inexact orbits of a Bregman-monotone operator
T still converge to fixed points of T. In other words, the question is which errors can
be tolerated in the computation of orbits for Bregman-monotone operators without
altering their convergence behavior. That question was considered before. Condi-
tions on the errors which are sufficient for ensuring weak convergence of inexact
orbits for some Bregman-monotone operators are already known ([25], [19], [15],
[20], [26], [22], [23]). The aim of this note is to prove that weak convergence to
fixed points of inexact orbits for Bregman-monotone operators is a more general
property. In Section 2 below we establish sufficient conditions for weak convergence
to fixed points of inexact orbits for a large class of Bregman-monotone operators
in reflexive Banach spaces. It should be noted that, even for (exact) orbits of
Bregman-monotone operators, strong convergence to fixed points does not happen
even in cases when weak convergence can be ensured (see [17] and [6] for a more de-
tails on this topic). In general, Bregman-monotone operators are not nonexpansive
(see [8]), that is, they do not necessarily have the property that

However, when X is a Hilbert space and f = %HH2 nonexpansivity is a prop-
erty shared by many meaningful Bregman-monotone operators including all firmly
nonexpansive operators and, among them, the resolvents of maximal monotone op-
erators involved in proximal point optimization methods and the metric Cimmino-
type operators involved in convex feasibility problem solving algorithms (cf. [25]
and [4]). In Section 3 we show that for Bregman-monotone operators which are
also nonexpansive weak convergence to fixed points of inexact orbits can be en-
sured under the quite usual summability of the errors requirement. This applies,
in particular, to Cimmino-type operators commonly used in resolution of convex
feasibility problems.

The results in Section 3 lead to the question whether inexact orbits with sum-
mable errors of nonexpansive Bregman-monotone operators T : K — K (with
respect to f = 1 |||I?) still weakly converge to fixed points of T (provided that such
fixed points exist) even when the underlying space X is no longer a Hilbert space.
We do not know the answer to this question. However, in Section 4 we show that,
for nonexpansive operators in any Banach space, the exact orbits and the inexact
orbits with summable errors converge and diverge together. This fact may help us
of find an answer to the question posed above.
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2. Weak convergence of inexact orbits for Bregman-monotone
operators in reflexive spaces

In this section the space X, the set K and the function f are assumed to satisfy
all the requirements described at the beginning of Section 1. For any x € int dom f
and y € dom f, we denote

(2.1) Dy(y,x) = f(y) — f(z) = (f'(z),y —z).
With this notation, the Bregman-monotonicity condition (1.1) for the operator
T : K — K can be equivalently re-written as

(2.2) z€FixT = Vo € K : Dy(2,Tx) + D¢(Tx,x) < D¢(z, ).

For any real number ¢ > 0 and for each nonempty bounded subset E of int dom f
we denote

(2.3) vi(E;t) =inf{Ds(y,z) 1y €dom f, z € E, |y —zf =t}.

The function v¢(E;-) is the so called modulus of uniform total convexity of f whose
main properties were summarized in [11] and [12]. We only recall that v¢(FE;0) = 0
and that f is uniformly convex on bounded sets if and only if v(E;-) is positive
and strictly increasing on its domain.

In what follows in this section, we make the following assumption:

Assumption 1. For each x € K and for any a > 0, the set
Rl(z) ={y € K : Dy(z,y) < o}
1s bounded.

This is an often assumed condition in the convergence analysis of algorithms based
on Bregman-monotone operators. It is satisfied by many functions of practical
interest. For instance, Assumption 1 holds in the case of the functions |-||” with
p € (1,00) in uniformly convex and smooth Banach spaces (see [10]) and the
negentropy defined by f(z) = Y1 z;Ina; if 2 € R} and f(z) = 400, otherwise,
with the convention that 0log0 = 0. More generally, it holds whenever f*, the
Fenchel conjugate of f, is Gateaux differentiable and its derivative f*' is bounded
on bounded sets.

A condition which is commonly involved in the convergence analysis of in-
exact orbits for Bregman-monotone operators is summability of the sequence
{Ds(Ty*, yk“)}keN which, when X is a Hilbert space and f = 3 ||I” , amounts to

(2.4) STyt -y < oo
k=0

However, it seems to us that summability of {D‘f(Tyk,yk‘H)} ren 18 not enough
to ensure good convergence behavior of the inexact orbits. In what follows in
this section we consider inexact orbits which simultaneously satisfy the following
requirements:

oo
(25) S DT ) < o,

k=0

(2.6) SO @) = FF]|, < oo,
k=0
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(2.7) Z 17Ty = G T < oo,

and

(2.8) S = (@), v - Tyh) < 0
k=0

Note that, by the monotonicity of f’, the terms of the series (2.8) are nonnegative.

It is obvious that exact orbits of T satisfy (2.6), (2.7) and (2.8). That exact
orbits of Bregman-monotone operators satisfy (2.5) when FixT # & immediately
follows from (2.2).

The results we prove below show that these summability conditions are suf-
ficient for ensuring weak convergence to fixed points for inexact orbits of many
Bregman-monotone operators.

Theorem 1. Suppose that T : K — K is a Bregman-monotone operator
relative to the function f and that FixT # &. Let {yk}keN be an inexact orbit of
T which satisfies the conditions (2.5), (2.6), (2.7) and (2.8). Then {yk}keN has the
following properties:

(1) The sequence {yk}keN 1 bounded, has weak accumulation points, and all its
weak accumulation points are contained in K; if [’ is bounded on bounded subsets
of K, then we also have limy_o ||y* — y* || = 0.

(it) If, in addition, the function x — Dy(Tx,x) is sequentially weakly lower
semicontinuous, then any weak accumulation point of {yk}k ey 18 contained in
FixT. In this case, if the function f also satisfies the condition that

{xk}keN ’ {uk}keN CK
(2.9) RN T = liminf |[(f'(z") = f'(u*),2 — u)| >0,
T 7& ” k—oo
then the sequence {yk}keN converges weakly to a fized point of T.

Proof. Let a,b,c¢ € intdom f. Then, by the definition of Dy (see (2.1)) we

deduce that

(2.10) Dy(a,b) + Dy(b,c) = Dy(a,c)+(f'(c) = f'(b),a—b)

(a,¢) +(f'(c) = f'(b),c = b)

f'(e) = f(b),a—c).

Suppose that z € FixT and that {y } pen 18 a inexact orbit of T satisfying (2.5)
- (2.8). Then, by letting in (2.10) @ = z € intdom f, b = Ty* and ¢ = y**!, we
obtain

Dy(a
+

Dy(z,y™ ) + (f' (") = f(Ty"), o = Ty")
= Dy(z, Ty") + Dp(Ty" y* ) + (f' ™) = F(Ty*) " = 2),
for all kK € N. Note that the second term on the left-hand side of this equality is

nonnegative because f’ is monotone. Hence, we have
(2.11)

Dy (z,y"") < D (2, Ty*) + De(Ty* o) + (f () — f1(Ty"), v - 2),
for all k € N. If z € Fix T then, by (2.2), one gets
Df(z,Tyk) + Df(Tyk,yk) < Df(z,yk).
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This and (2.11) imply that
Dy(z,y") + Df(Ty’“ y*) < Dy(z,9%) + Dp(Ty*,y* 1)
+ (W) = F(TyF), " = Ty™) + (F (") — F(TyF), Ty" - 2)

for all kK € N and for any z € FixT. Hence, for all kK € N and for any z € Fix T, we
have

(2.12) Dy(z,y"") + Dy(Ty*, y*)
< Dy(zy") + [Dp(Ty" g + (f (") = £/(TyF), 4 = Tyb)

+{F @ = @y Ty + 11=0)] -
The conditions (2.5) - (2.8) 1mply that the terms between the square brackets in this
inequality are summable. Consequently, the sequence {Dy(z,y*)},  converges
for any z € FixT. Summing up the inequalities (2.12) for k = 0,1, ...n and letting
n — oo one deduces that the series Z;O:o Dy (Ty"*,y*) converge and, hence, that

(2.13) Jim D(Ty", y*) = 0.

Since {Df(z,yk)}keN is bounded, it follows that {yk}keN is bounded too by As-

sumption 1. Let E be the bounded set of all terms of the sequence {yk}keN. By
(2.3) we have that

0 < v 5)) < Dy(Ty*,y*), Wk € N.
This shows that limy_,o vf(E, HTyk — ka) = (0 and this can not happen unless
(2.14) Jim [ Ty" —y*] =0

because, as noted above, for a lower semicontinuous function f which is uniformly
convex on bounded sets the function v¢(FE,-) vanishes at zero and is positive and
strictly increasing on its domain. The space X being reflexive the sequence {yk } keN
has weakly convergent subsequences. Since K is weakly closed, all weak accumula-
tion points of {yk}keN are contained in K.

Now, suppose that f’ is bounded on bounded subsets of K. By (2.10) we have
that

Dy(Ty",y*) + Dy (y*,y™ )
= Dp(Ty* g™ ) + (F (") = f(Ty*), 9 = Ty").
This equality, together with (2.5), (2.13) and (2.14), implies that
klim Dy(yF, ¢ = 0.
Therefore, by (2.3), we have

klim Vf({yn+1}neN ok =y ) =

which, in turn, implies that limy_, o Hyk — yktl H = 0. The proof of (i) is complete.
In order to prove (i) assume that the function © — Dy (T'z,x) is sequentially
weakly lower semicontinuous. Let {y“c }k N be a weakly convergent subsequence of

{yk}keN and let y be the weak limit of this subsequence. Then
— 0
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and this implies that Ty = y because f is strictly convex (since it is uniformly
convex) and, thus, for a,b € int dom f we have that Ds(a,b) = 0 if and only if a = b.
This shows that any weak accumulation point of {yk } penis contained in FixT.
Suppose that, in addition to the function x — D;(Tx, x) being sequentially weakly
lower semicontinuous, the function f also satisfies (2.9). In this situation, assume
by contradiction that the sequence {y*}, _ has two different weak accumulation
points 3" and y”. Then y',y” € FixT. Let {y*}, .y and {y°*}, .y be subsequences
of {yk}keN such that y** — ¢ and y'* — y”. We have that

[(F ™) = F W)y —y")| =
|(Ds(y,y"™) — Dy, y™)) — (D (y",y™*) — De(y", y™))
1Ds(y',y™) = Dy, u™) | + | Dr (v y™) — Dy (y",y™")

for all k € N. Since the sequences {Df(y',y*)},  and {Ds(y",y*)},  converge
(because y',y" € FixT), by letting k — oo in this inequality we deduce that

liminf |(f'(4™) = ' (™), ¥ —y/")| =0

| <
b

and this is a contradiction. Hence, the sequence {y"}, _ can not have two different

weak accumulation points. So, the sequence {y*}, _ converges weakly and its limit
is a fixed point of T. O

Theorem 1 applies nicely when the space X has finite dimension and T is
continuous. In this case the functions f and f’ are continuous on intdom f and,
therefore, the function x — Dy(T'z,z) is continuous too (and, hence, lower semi-
continuous). Also, continuity of f' implies that (2.9) is also satisfied. Thus, we
obtain the following:

Corollary 1. Suppose that X is a Banach space of finite dimension and
T : K — K is a Bregman-monotone continuous operator such that Fix T # @. If
the sequence {yk}keN C K is an inexact orbit of T satisfying (2.5) - (2.8), then
{yk}keN converges to a fized point of T.

Corollary 1 can be used as a tool for proving convergence of some algorithms for
solving problems of practical interest. Here are examples suggesting how Corollary
1 can be used in order to recover and improve upon some known convergence criteria
of procedures for solving optimization and feasibility problems.

Example 1. (An inezact iterated resolvent method for finding zeros of mazximal
monotone operators) Let X be a finite dimensional Banach space and assume that
dom f = X. Suppose that A : X — 2% is a maximal monotone operator such that
A+ f is surjective (as happens when X is smooth, strictly convex and f = § I-11%).
The (generalized) resolvent of A, as defined in [4], is the operator Ry : X — X
given by

Ry=(A+f) " of
which is single valued on dom R4 = X and Fix R4 = A~'0 (cf. [4, Proposition
3.8]). In this case R4 is Bregman-monotone with respect to f (cf. [4, Corollary
3.14]) and continuous because (A + f’)~! is maximal monotone. According to
Corollary 1, the inexact orbits of R4 subjected to the summability conditions given
above approximate fixed points of R4, that is, solutions of the equation 0 € Ax,
provided that such solutions exist.
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Example 2. (An inezact Cimmino method for solving feasibility problems).
Let X be finite dimensional and, for simplicity, suppose that dom f = X and that
Dy(-,-) is convex. Let Ci,...,Cy, be a family of closed and convex subsets of X
whose intersection is nonempty. The convex feasibility problem is that of finding a
point in the intersection of the sets C;. For each ¢ € {1,...m} let Pif : X — X be
the Bregman projection on C; defined by

P2z = argmin {Df(y,x) :y € C;}.

It is known that Bregman projection operators are continuous and Bregman-mono-
tone (cf. [12]). Let wy, ..., wy, be positive real numbers with Y"1 | w; = 1. It follows
easily from (2.2) that if the function Dy(-,-) is jointly convex in both variables
(as happens in some situations as those discussed in [3]), then the operator T' =
Z;’;l wl-Pif is also Bregman-monotone and continuous. Also, it can be shown that
the fixed points of T are exactly the common points of the sets C; (see [9]). It is well
known (see [13]) that orbits of T' converge to common points of the sets C; whenever
such common points exist. However, computation of the vectors Pif x is rarely
possible with absolute precision. Applying Corollary 1 one deduces that inexact
orbits of T' subjected to the summability conditions given above still converge to
fixed points of T and, hence, to common points of the sets C; whenever such points
exist.

Theorem 1 also applies when X is infinite dimensional and f has weak to weak*
continuous derivative f’. That is, for instance, the case when X is a Hilbert space
and f =3 ||-I* as well as when X = ¢, with p € (1,400) provided with f = % 117
Weak to weak* continuity of f implies that (2.9) holds. In such circumstances we
have the following:

Corollary 2. If [’ is weak to weak™® continuous, T is continuous with Fix T #
@ and Dy(T(-),-) is convez, then any inexact orbit {yk}keN of T satisfying (2.5)
- (2.8) converges weakly to a fixed point of T.

Proof. As noted above (2.9) holds. The function f’ being weak to weak*
continuous is bounded on any closed ball contained in int dom f. Therefore, f is
continuous on intdom f. Thus, by (2.1), the function Df(T(-),-) is convex and
continuous and, hence, weakly lower semicontinuous. Therefore, application of
Theorem 1 leads to the conclusion. O

Corollary 2 can be easily applied to extend the conclusion of Example 2 above
to the infinite dimensional context of a Hilbert space provided with the function
f= %HH2 In the next section we will present this extension from a different
perspective.

3. Weak convergence of inexact orbits for nonexpansive
Bregman-monotone operators in Hilbert spaces

We have shown in Section 2 that, under certain conditions, inexact orbits of
a Bregman-monotone operator T : K — K converge weakly to fixed points of T.
In this section we assume that X is a Hilbert space and that f = 1 ||| . Clearly,
since in this case f’ is the identity of the space X, condition (2.9) is satisfied no
matter how the weakly closed set K is given in X. Also, condition (2.5) can be
re-written here in the form (2.4) and it holds whenever (2.6) is satisfied. There-
fore, in this current setting, Theorem 1 has a somewhat simplified form. However,
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even in this context, the remaining summability conditions (2.6), (2.7) and (2.8) as
well as the requirement that the function D¢ (T'(-),-) should be sequentially weakly
lower semicontinuous (needed for ensuring that weak accumulation points of the
inexact orbits are fixed points of the operator) are restrictive. We are going to
show that inexact orbits of Bregman-monotone operators which are also nonexpan-
sive converge to fixed points under much less demanding conditions. Note that in
our particular context Dy(y,z) = % ||y — z||* and that the Bregman-monotonicity
requirement amounts to

(3.1) zeFixT=>Vee K : ||z —Tz||> + [Tz —z|* < ||z — z|°.

The following result describes the convergence behavior of inexact orbits with
summable errors of nonexpansive Bregman-monotone operators. Observe that in
our current setting firmly nonexpansive operators are necessarily nonexpansive
Bregman-monotone operators and, therefore, the following result covers the firmly
nonexpansive operators too.

Theorem 2. If T : K — K is a nonexpansive Bregman-monotone operator
and FixT # &, then each inexact orbit {yk}keN of T which satisfies

o0
(3.2) DTy =y < o0
k=0

converges weakly to a fized point of the operator T.
Proof. Let z € FixT. Then we have

(33) le =" < Nz =Ty + [ly™ - Tl
= [Tz =Ty + [ly™ - Ty
< ==t =+l =Tyt

for all k € N. By (3.2) and (3.3) it results that the sequence {||z —yk”}keN
converges and, hence, that {y"}, _ is bounded. Also by (3.2) we have that

(3.4) klim Hy’“‘l - Tka =0.
Letting & — oo in (3.3), we deduce that {Hz — Tka}keN converges too and has
the same limit as {Hz - ka}keN' From (3.1) we deduce that
I = T |* < [l= = o*[* = o = ToH", vk eN
Letting here kK — oo we get
(3.5) Jim ly* = Ty*|| = 0.
Since
g™ =yl < [l =Tyt + [l =Ty

and the right hand side converges to zero (by (3.4) and (3.5)), it follows that
(3.6) klg{)lo Hyk - kaH =0.

To any bounded sequence {uk } . in X, we associate the convex function
F({uk}keN ;) X — Ry defined by

(3.7) F({uk}keN;x) zlimsupHukf:EH.
k—o0
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Recall that, according to [16], if {u*}, _ is bounded, then the function F({u*}, ;")
has a unique (global) minimizer which is the asymptotic center of {uk} kN (with
respect to X). It coincides with the weak limit of {uk } pey Whenever this limit
exists.

Now, suppose that {y“‘ } N is a weakly convergent subsequence of the bounded
sequence {yk}keN and w — limy_oo y* = §. Then, 7 is the asymptotic center of
{y* }keN' By (3.6), w — limg .o y***! = and, thus, ¢ is the asymptotic center of
{y* '}, oy too. We claim that T is also an asymptotic center of {y**1} _ . Tf
that is true, then § = Ty because the asymptotic center of {yik""l} pen 1S unique.
In other words, if our claim is true, then any weak accumulation point of {yk}k
is a fixed point of T.

In order to prove our claim we first show that

(3.8) F ({yik+1}keN;') =r ({Tyik}keN;) :

To see that, note that

€N

77" =] < 7 = 2|+ |2 ] Ve € X, Ve e

and that, by taking the upper limit as £ — oo on both sides of this inequality we
get

F({y* ™} asn) S F(Ty™ } i), Vo € X,
because of (3.4). By taking the upper limit as k — oo on both sides of the inequality

Ty — || < [ly*** = Ty™ || + [}y —=

, Vo e X, Vk €N,
one deduces (3.8). Now, note that, according to (3.8), we have

F({y"* ™} o3 T9) = FUTY™} 03 TH)
= limsup HTy“ﬂ — ng”
k—o0

IN

lim sup ||y““ — ng
k—o0
< limsup [fly™ —y™ | 4 [l -]
k—o0
= F({y1k+1}keN;y)a

where the first inequality follows from the nonexpansivity of T and the last equality
follows from (3.6). Since 7 is a global minimizer of F({yikﬂ}keN ;-) it follows that

Ty is an asymptotic center of {y**'}, _ .
The above considerations show that any weak accumulation point of {yk}k cN
is a fixed point of T. We will prove next that {yk} e has an unique weak accu-

mulation point. Suppose, by contradiction, that ¢ and 3" are two different weak
accumulation points of {yk}k N As shown above, 3’ and 3 are contained in Fix T.

Therefore, (2.2) implies that the sequences {”y/ —yk || }keN and {Hy” —yk ” }keN are
convergent to some numbers a and b, respectively. We also have

Iy =¥ =y ="+ 1y = IF +2(" —y*y — ") VkEN.
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If {y7* }, _ is a subsequence of {y*},  such that y' = w — lim_, y/* then, by
writing the last equality with j; instead of k and letting £k — oo we obtain

a® =1 =~y —y"II".
A similar reasoning with 3’ and y” interchanged implies that

v —a®=—lly "I
Summing up the last two equalities gives ||y’ — y”|| = 0 and this is a contradic-
tion. Hence, the sequence {y*}, . converges weakly and its weak limit belongs to
FixT. ]

Observe that if T is Bregman-monotone and nonexpansive, then so is A\Id +
(1—=X)T for each A € (0,1). Clearly, Fix T = Fix A\Id+ (1—\)T. Therefore, applying
Theorem 2 to AId + (1 — A\)T one deduces the following result which describes the
convergence behavior of inexact orbits with summable errors of a class of procedures
for computing fixed points of T" by using "relaxed iterations".

Corollary 3. If T : K — K is a nonexpansive and Bregman-monotone
operator with Fix T # @ and if A € (0,1), then all inexact orbits {yk}keN of
Md+ (1 — N)T satisfying (3.2), converge weakly to fized points of T.

Another consequence of Theorem 2 is the following result concerning the behav-
ior of inexact orbits of Cimmino type operators in Hilbert spaces. Since Cimmino’s
[14] use of (finite) averages of metric projections for the resolution of linear systems
of equations, convergence of orbits for Cimmino type operators was continuously
studied in many variants and from various points of view (see also [18], [21], [7],
[13], [9], [8]and the references therein). For precising the terminology, let (9, A, 1)
be a probability space and let {Cy} .o be a family of nonempty closed convex
subsets of X such that the point-to-set function w — C,, is measurable. We say
that the family {Cy} ., is square-integrable (with respect to the probability space
(Q, A, 1)) if it has a square-integrable selector, that is, if there exists a measurable
function ¢ : © — X such that [|£(-)||? is integrable and &(w) € C,, for p—almost all
w € Q. In this case, for each z € X, the function w — || P,z|” is integrable when P,
denotes the metric projection onto the set C,, (see [8, Chapter 2]). Consequently,
the operator P[u] : X — X given by

Pl = [ (Puaydu(o).
as well as the the function g : X — [0, 00] given by
(3.9) 9(2) = 3 Jo 1Pz — |* du(w),

are well defined and g is finite. Using the facts that the functions z — || Pyz — ||
are convex and that each P, is a nonexpansive and Bregman-monotone operator
relative to f = 3 |||, one can easily deduce that P[u] is a nonexpansive Bregman-
monotone operator (with respect to the function f = 3 [I-11%).

Theorem 3. Suppose that {C,},,cq, is a square-integrable family of nonempty,
closed, convex subsets of X. If {yk}keN is an inexact orbit of the Cimmino type
operator P[u] associated with the family of sets {Cy},,cq such that

(3.10) Y Py = g < oo,
k=0
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then

(A) The following statements are equivalent:
(1) The set Argmin g of (global) minimizers of the function g is nonempty;
(i4) The set Fix P[u] is nonempty;
(#4i) The sequence {yk}keN converges weakly to a point in Argmin g;
(iv) The sequence {yk}keN 1s bounded.
(B) If the set
C:={xreX:zel,, prae}

of p-almost common points of the sets C,, is nonempty, then the statements above
are also equivalent to the following one:

(v) The sequence {yk}keN converges weakly to a point in C.
) If {yk}keN converges weakly, then

(vi) The sequence {g(yk)}keN converges to mingex g(x);

(vit) If mingex g(x) =0, then the sets C,, have a p-almost common point.

Proof. Let P, be the metric projection onto the set C,,. By [1, Proposition 1,
p. 24], for each w € €, the function g, : © — 3 ||z — P,xz||* is convex, continuously
differentiable on X, and its gradient is exactly

g.(r) =z — P,

Since the function g defined by (3.9) is exactly

9(x) = 5 fo 9 (z)dp(w),
application of Lebesgue’s bounded convergence theorem shows that g is convex,
continuously differentiable on X and

(3.11) g'(z) =z — Plp]z.
This implies that Argming = Fix P[u|. So, (1)< (). The implication [(i1)= (771}
results from Theorem 2 above and the implication (71)=(iv)| is obvious.

We prove next that (v)=(ii)] To this end, we associate to any bounded se-
quence {uk}keN in X, the convex function F({uk}kGN ; -) defined by (3.7). Suppose

that the sequence {yk }keN is bounded. Then the sequence {P[u]yk}keN is bounded
too because P[u] is nonexpansive. From (3.10), we deduce that

lim HP[ILL]yk — yk+1H =0.
k—oo
Therefore, for any z € X, we have
F({y*'}, cyim) < lim sup [ly**" = Pluly®|| + || Plu]y” — «|]
—00
= limsup |Pluly" —z| = F({Pluly"}, ey s 2)-
We also have
[Pluly” — || < [|[y** = Pluly®|| + |y**" -2

so that
F({Plly"} 5 ) < P01, i0).
Hence,

(3.12) F({ykﬂ}keN;x) = F({P[M}yk}keN;x), Vo e X.
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By the definition of F({yk}keN ;+), we have

F({yk+1}keN;'> = F({yk}kEN )

This and (3.12) show that the sequences {yk}keN and {P[,u]yk}keN have the same
asymptotic center z. Hence, from (3.12) and since P[u] nonexpansive , we deduce

F({y" }yeni Plulz) = F{Pluly"}, oy Plul2)
= liirisipHP[u]yk—P[u]zH

IN

lillinsup " = 2]l = F({s"} e 2)-

Since, as noted above, z is the unique minimizer of F’ ({y’C } kN -), the last inequality
implies that P[u)z = z, i.e., Fix P[u] # @. This completes the proof of (A).
According to [9, Theorem 5.7(C)], if C # &, then Argming = C. Thus, if
C # o, then (V)& and this proves (B). In order to prove (C) note that, as
shown at (A), whenever the sequence {yk} pen converges weakly, we have that
z = w — limy_,o y* € Argming. According to Lemma 5.6 in [9] applied to the

function 1 ||-|I?, if u € Fix (P[]), then
lu = Plua|* + g() < |lu—al* + g(u), Yz € X.
Therefore, since z € Argmin g = Fix (P[u]), we have that

313) 0 < g —g(z) <|]z—v*|" = ||z = Plul*|”
=z =¥ ~ Itz — ") + G - Plagh)||”
= (=17 = Il = *7) + [l — Pl
+2 <z Rl Rl P[Myk>,
< (== I = =)

|y = Pluly®|| (2|2 — y* |+ [ly* T — Pluly®]]) -

Since (3.3) still holds with P[u] instead of T, it results that the sequence { ||z — y*|| }keN
converges. This implies that the right-hand side of (3.13) converges to zero as
k — oo. Hence,

li F) = = mi :
Jim g(y®) = g(2) = min g(z)
If mingex g(z) = 0, then g(z) = 0 and, by the definition of g, this implies that
|P,z — z|]| = 0 p-a.e., that is, z = P,z € C,,, p-a.e. O

Among the potential applications of Theorem 3 we note that it can be an useful
tool for analyzing and solving Fredholm equations of the form

(3.14) (K(w), z) = b(w), p-a.e.,

where K : © — X and b : 0 — R are given square-integrable functions. Such
equations are of interest in image processing (inverting the Radon transform) as
well as in mathematical physics (heat equations can be often equivalently re-written
in the form (3.14)). Taking

C,:={ueX:(Kw),u) =bw)},
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we see that the sets C,, are closed hyperplanes in X and that the collection of
p-almost common points of those sets is exactly the set of solutions of (3.14). Note
that, in this particular case, if K(w) # 0, then

) — (K )2)
1K (w)]

Clearly, if the sets C,, have a square-integrable selector, then this formula holds for

p-almost all w € Q. Therefore, in this case we have that

Pox=x+

b(w) — (K(w),z)

. Plule ==z K(w)du(w).
(3,15 e =+ [ AP K @)dn(o)
and
(3.16) 9(z) = 3 fo b(w) = (K (), z)|* | K (w)]| 7% dp(w).

Thus, by Theorem 3 we immediately obtain the following result giving a necessary
and sufficient condition for the existence of solutions of (3.14):

Corollary 4. Suppose that the functions K : @ — X and b : Q — R are
pu-square-integrable and that there exists a p-square-integrable function € : Q@ — X
such that

(K (w),§(w)) = b(w), p-ae.
Then the following statements are true:

(¢) The equation (3.14) has solution if and only if there exists a bounded inexact
orbit {yk}keN of the operator Plu] defined at (3.15) such that (3.2) holds and

fminf | b) = (K@) )| 1K)~ dife) =0,

(23) If the equation (3.14) has solution, then any inexact orbit {yk}keN of Ply]
which satisfies (3.2) converges weakly to a solution of (3.14).

4. Inexact orbits of nonexpansive operators

Theorem 2 shows that if X is a Hilbert space and if T': K — K is a nonex-
pansive and Bregman-monotone (with respect to f = 3 |I*) operator which has
fixed points, then inezact orbits with summable errors (i.e., inexact orbits satisfy-
ing (3.2)) of T converge weakly to fixed points of T. It is of interest to find out
whether this property continues to hold outside Hilbert space. We do not know the
answer to this question. However, we do have some results which may help us reach
such an answer. We are going to show that, in any Banach space X, whenever all
exact orbits of a nonexpansive operator T': K — K converge weakly (respectively
strongly) to fixed points of T, the same is true for all inexact orbits with summable
errors. That fact is significant because it reduces the convergence analysis of inex-
act orbits with summable errors to, the presumably easier, convergence analysis of
the exact orbits.

The next result shows that, for nonexpansive operators in any Banach space,
the weak convergence behavior of exact orbits and of inexact orbits with summable
errors are equivalent.

Theorem 4. Let T : K — K be a nonexpansive operator where K is a
weakly closed subset of the Banach space X. Then the following two statements are
equivalent:
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(1) All exact orbits of T converge weakly;

(ii) All inexact orbits with summable errors of T converge weakly.
Also, the following two statements are equivalent:

(23i) All exact orbits of T converge weakly to fized points of T;

() All inezxact orbits with summable errors of T converge weakly to fized points
of T.

Proof. The implications [(i))=(@)] and [(?v)=(741)] are obvious. We first prove

that [()=(i%)] To this end, let {xk} ken C K be an inexact orbit with summable
errors, that is, a sequence such that

(4.1) Z 2" = Ta"|| < oc.
k=0

Let {ri},cn be a sequence of real numbers such that

oo
(4.2) Zrk < oo and ||z"T" — Ta"|| <7y, Vn €N
k=0
According to (i), for any nonnegative integer k the sequence {T"x*},cn converges
weakly to some y* € K. By induction we will show that for each integer i > 0,
ith—1
(4.3) ||Tl:Ek — :Ek'HH < Z rj —Th—1, Vk > 1.
j=k—1
It is clear that the inequality (4.3) is true for ¢ = 0. Assume that (4.3) holds for an

integer ¢ > 0. Since T is nonexpansive, it follows from (4.2) that, for each integer
k>1,

[oF L — TR < [l - T 4 | TR — T
< P ||$k+z . szkH
itk—1 itk
S Thyit Z T = Thk—1 = Z Tj = Tk—1-
j=k—1 j=k—1

Therefore (4.3) holds for all integers ¢ > 0. Fix an integer ¢ > 1. By (4.3) we have
(4.4) Hquk - x’”‘qH < er.
j=k
Hence, for each integer i > 0,
[T#¥iak - Tiabse| < [Tk — okl < 3o
j=k

Therefore

o

(4.5) Hyk - y‘HkH < er, vk > 1.
j=k

Since the above inequality holds for each pair of positive integers (g, k) and since
Z;io r; < oo, we conclude that {yk} kN is a Cauchy sequence and, hence, it
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converges strongly to some y* € K. Letting ¢ — oo in (4.5) we get
(4.6) ||yk -y < er, Vi > 1.
j=k

In order to complete the proof, it is sufficient to show that {:Ek} pen converges
weakly to y*. To this end, let ¥ be a continuous linear functional on X such that
9], < 1. Let € be a positive real number. We show that |¢(y* — z%)| < € for all
large enough integers i. According to (4.2), there is an integer k > 1 such that

(47) S, < o/
j=k

By (4.6) and (4.4), for each integer i > 1, we have

(48) [(y" — 2™ < |0 =)+ " — TP+ [(T'a* — 2|
< | y* _ ka + ‘w(yk _ Tixk” + HTixk o xk—l—l”
< D e -+ g
j=k i=k

Since y* is the weak limit of {Tixk}ieN, there exists a positive integer ¢g such that,
for any integer ¢ > iy, we have

(4.9) [(y" — T'a")| < e/4.
By (4.8) and (4.9), for each positive integer k for which (4.7) holds,
[y — 2] < ge.

Hence, {xk} pen converges weakly to y*. This completes the proof of (2)=(44),

Now we are going to prove (2ii)=(iv)| To this end, let {xk} wen D€ @ sequence
in K satisfying (4.1), and let y* and r;, be as above. Since (4ii) holds, it results that
(7) is also true and, therefore, the sequence {xk} weny converges weakly to y* € K,
where y* is the limit (in norm) of the sequence {yk } kEN - We claim that y* is a
fixed point of {xk}keN. Note that, according to (4ii), for each k € N, Ty* = y*
because y* is the weak limit of the exact orbit {T"z*} _ . Since T is continuous,
we deduce that

y* = lim y* = lim Ty* = Ty*
k—o0 k—o0

and this completes the proof of Theorem 4. O

Theorem 4 deals with the weak convergence of orbits and inexact orbits with
summable errors for nonexpansive operators in Banach spaces. Is strong conver-
gence of all orbits of such an operator equivalent to strong convergence to fixed
points of all its inexact orbits with summable errors? The next result shows that
this is indeed the case and not only in Banach spaces. It improves upon a result in
[24] which deals only with (strict) contractions.

Theorem 5. Let (X, p) be a complete metric space, K a closed subset of X
and T : K — K a nonexpansive operator with FixzT # 0. Then the following two

statements are equivalent:
(7) All orbits of T converge in (X, p);
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(13) All inexact orbits with summable errors of T, that is, all sequences {xk}keN C
K such that Y32, p(a*1, Ta*) < oo, converge in (X, p) to fived points of T.
Proof. We only have to prove the implication (%)=(4). Assume that for each

x € X the sequence {Tkm}keN converges in (X, p). Then the limit y of {T’“:E}keN
is contained in Fix T because, for any positive integer k, we have

p(y, Ty) < ply,T"z) + p(T*z, Ty)
< p(y, TFz) + p(TF ', y)

and letting here k — oo we get y = T'y. Let {x be an inexact orbit of T" with

"}
keN
summable errors and let {ry},.y be a summable sequence of real numbers such

that

(4.10) p(af Tt Tak) <y, Yk €N,

Fix an arbitrary positive integer k and consider the sequence {T"z*} _ . By (i),

this sequence converges to some y* and, as noted above, y* € FixT. Reasoning
by induction in a way similar to that which led to (4.3), we deduce that, for each
1 € N, we have

itk—1
(4.11) p(Tizh zk+t) < Z T — Th_1.
j=k—1

This implies that, for each integer ¢ > 1, we also have

(4.12) p(a" T y") < p(@ T T + p(T' ", y")
< Yo eTiat ).
j=k

Since {Tiack}ieN converges to y* in (X, p), there exists an integer iy > 1 such that
for each integer i > i,

(413) p(Tiak ) < 155

By (4.13) and (4.12), for each pair of integers 41,42 > ig, we have
pla i, 2t T2y < p(at T yh) 4 p(yt a ) <3 g,
j=k

Since k has been fixed arbitrarily in N, it follows that for each k € N, there is an
integer g > 1 such that for each pair of integers 41,2 > i,

o0
ktin ki
p(x" " +12)§3er.
=k

Since Z;io r; < 00, we conclude that {xk } keN is a Cauchy sequence and, therefore,
that there exists T = lim, o ™ in (X, p). Together with (4.12) this implies that

p(@,y") < .
j=k
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Letting here k — oo and taking into account that the sequence {ry},y is summa-
ble, we obtain that Z = limy_.., y*. Observing that T is continuous (because it is
nonexpansive) and recalling that Ty* = y* for all k& € N,

z= lim y* = klim Ty* =Tz,
— 00

k—o0

that is, the sequence {m converges to a fixed point of T O

k}kEN
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